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ABSTRACT

Investors rely growth on earnings per share (ER83twis the net income less dividends on prefestedk
divided by the number of outstanding share for meag the financial soundness of a company as it
represents the profitability of a common stock. Manvestors select stocks on the basis of earnings
forecast, cost of capital and the particular comgfmprofitability compared to other companies. Asst
seems to be the base for any development phasé&etremalysts spend ample time in evaluating and
refining EPS estimates. In this work Markov processdel is applied for forecasting the subsequent
quarter EPS for companies in information technolddy sector. Two models namely two state basic
model and extended state interval model with tindependent transition probability matrices are iagpl

to analyze and predict the EPS for subsequent euaftHCL infosystem, Reliance, Infosys and Wipro.
The EPS data obtained from Bombay stock exchan§&)Rre used to test the proposed prediction model.
The experimental results declare that two comp&asheswy optimistic sign of success, one compankasri

a balance and the other company provides statessef The outcome of the prediction process is steTsi

in the real situation.

Keywords: Markov process model, earnings per share, forecasting, I T sectors

1. INTRODUCTION dividend yield, earnings yield [2]. The impact of
EPS, PE ratio and market to book ratio explain 63
In the recent scenario, stock market has becomeparcent of change in one period ahead stock returns
vital part of the global economy. The economid3]. In the long-run investment there exists a khic
situation of any country is influenced by the markerelationship between EPS and stock prices.
fluctuation thereby creating a drastic change in oururthermore, for the industry with a low level of
personal and financial lives. Though stock markegrowth rate, EPS has strong impact in share prices
is said to be one of the popular investmentd4]. Investors take major decisions of investments
involvement of high risks due to unpredictableonly on the basis of the EPS of a particular
behavior of stock market creates havoc in the mincompany and accuracy of EPS prediction is said to
of investors. An ideal prediction model for stockbe the major factor of market prediction. Many
market will contribute market analysts and inducéactors like net sales, operating profit and non-
the investors to make investments. operating revenues are said to be the major factors

EPS is the most important variable which ismfluence the EPS of a company. Such factors

considered as the orime determinant of markésthould be analyzed in detail and accurate estimatio

share price. The fir?ancial erformance and thabout the earnings should be made before making
price. The T P fharket prediction and determining EPS.

extent of profitability of common stock of a

particular company is represented by the EPS Markov theory is seen to be relevant to the
which is the earnings return on originalanalysis of stock market prices by making
investments. In spite of its limitation as anprobabilistic statements about future stock price
investment analysis tool, investment analysts relievels. In Markov chain the outcome of an
growth on EPS which is said to be of classicaéxperiment depends only on the outcome of the
model to measure the performance of business [Xrevious experiment. In other words the next state
EPS reflects healthy or unsound financial positionsf the system depends only on the current state and
of a company, the market price in the stockot on the previous states. Random processes are of
exchange and also profit earnings (PE) ratio,
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interest for describing the behavior of a systerithe work classify the proposed Markov process
evolving over period of time. approach into two models where the input is
ortioned into two basic trends namely growth and
ecrease in the first model and in the second model
the input is classified into various state intesved
obtain better accuracy and confidence.

Stochastic process in the form of discret
sequence of random variables{xn =1, 2.... is
said to have Markov property if P (X=i nof
Xn:in,Xn_J_:in_l......X2:i2,Xi:i1) =P (Xn+1:i n+1/Xn:in)
holds for any finite n, where particular realizato The rest of the paper is presented as follows:
X, belong to discrete state space Sk{s1,2...k. Section 2 depicts related works including neural
The process of moving one state of the system twetwork, fuzzy system, Markov process model,
another with the associated probabilities of eacHidden Markov model (HMM) and fusion model
transition is known as a chain. The transitiorcomprising of Auto regression (AR) with Adaptive
probabilities from m x m transitional probability neuro fuzzy inference system (ANFIS) , Auto

matrix T, where regressive moving average (ARMA) with ANFIS.
The proposed model is presented in section 3. A
Pi Pz = Pim detailed discussion of the results is carried out i
P2 Pos = Pom Section 4. The conclusions obtained from the study
T=[R]=| "7 : are composed in section 5.

Pm Pmz *** Pmm 2. RELATED WORKS

with the following properties
The work explored HMM approach for

() Py>0foralliand] forecasting the next day’s closing price of the gom

. n ) ) of the airlines stock [8]. The system used only one

(ii) ZPU. =1 foralliandj HMM trained on the past data set. The likelihood
=

. ~value for current day's data set was calculated

(iif) the diagonal element represents transitiosing this trained HMM. The forecasting strategy
from one state to same state was analyzed by interpolating the neighboring

Each row of T is the probability distribution values of the chosen airlines datasets. The results
relating to a transition from state i to state j. AShows that HMM offer a new paradigm for stock

chain is said to have a steady state distribution fnarket forecasting.

there exists a vector P such that given transition |n [9], the study explored the application Markov
matrix T, we havdIT=II. This steady state vector chain to analyze and predict the stock market index
can be viewed as the distribution of randomind closing price more effectively. The results are
variable in the long run. In our study, we aim apresented probability of a certain state of stock
forecasting the subsequent quarterly EPS value Byices in the future. This prediction model corssist
Markov chain. of construction of state, state probability, state

Forecasting EPS is a very interesting andfansition probability matrix, deriving all kindsf o
challenging work though the concept of EPS seendate vector and predicting in stable condition.

to be simple and straightforward. Forecasting The research work incorporated the Markov
quarterly accounting EPS are of great interest fghain concept into fuzzy stochastic prediction of
market investors, top level managers, financiadtock indexes [10]. The parameters for prediction
analysts and capital market researchers [5]. It igodel are determined using both fuzzy linguistic
essential to measure the accurate forecast for b&fimmary and probability of stock indexes rising or
optimum portfolio management and optimumalling. The model combines the advantages of
resource allocation since high level managememzzy linguistic summarization approaches and
use these forecasts as a basis to configure thgioved able to consider simultaneously both the

financial ~ decisions, investment  portfolios,charge rates, rising and falling probability ofckto
operational budgeting and market risks [6] [7]. indexes.

The work enumerates the Markov process This paper ana|yzed the time patterns of
approach for forecasting the subsequent quartgidividual analysts’ relative accuracy ranking in
EPS for companies in IT sector. The Markovearnings forecast using Markov chain model [11].
process model is applied to forecast the EPS fqme result supports the general notion that arslyst
HCL info system, Reliance, Infosys and Wiprogre heterogeneous in their accuracy in earnings
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forecasts. The finding provides how analyst§he proposed prediction model is competitive and a
perform different in the competitive market ofcomplement one in prospective analysis.
investment information services.

The purpose of this work was to determine th8&. THE PROPOSED MODEL

relationship between a diverse portfolio of stocks

and the market using a discrete time stochastic The system framework for forecasting process
model called a Markov chain [12]. The models ofusing Markov process approach with two state
the portfolio highlighted were state of gain ordos basic model & extended state interval model and
and small, moderate or large gain or loss. Markotheir specific description is depicted in Figure 1.
process model established the fact of how theeentir
market was useful in gauging the behavior Of—l
portfolio of stocks.

The popular companies in IT sector consisted of
CL infosystem, Reliance, Infosys and Wipro. The
quarterly EPS data of these 4 companies were
In [13], the author explored a hybrid EPSgathered from BSE for the period starting from
forecasting model for leading industries thaMarch 1998 to December 2011. The input data
combines an AR model into ANFIS model. Thewere preprocessed to facilitate the effective
hybrid model consists of test the lag period of EP3earning process and to increase the accuracyeof th
partition into linguistic variable by fuzzy C-meansprediction model.
clustering, generating fuzzy inference system (FIS :
and training the parameters of FIS. The forecastin 1. Two State Basic Modl
accuracy of this hybrid model is better than thfat o In this model EPS are considered as discrete time
AR (1), linear regression, multilayer perceptrod anunits and partitioned into growth and decrease
radial basis function in 5 out of 8 datasets. states. The state transition of EPS is calculaied b
, . omparing the current quarter EPS value with the
In [14], the work predicted the stock index trenﬁext quarter EPS value. If the current quarter EPS

of Prague stock exchange using Markov Chal(‘/alue is lesser than the next quarter EPS value the

analysis with the help of the four models. Model ; )
provides two basic states growth and decrease]t state c_;f _the EPS is said to be as growth state
otherwise it is said to be decrease state. The stat

time series ¥ Model 2 has eight Statestransition of EPS changes for various quarters for

dlstlngwshlng_ dlffer_ent levels of gr_ovvth and the companies identified in IT sector are listed in
decrease of time series. Wodel 3 has eight states Table 1

distinguishing different levels of growth and
decrease of time series..KModel 4 provides The initial state vector is denoted by, =
problem oriented filtering sequence af K (P.P2,...py) Where i=1,2..n and; jis the probability

The author proposed an integrated ANFIS moddlf % 1=1.2..n. For HCL infosystem ending up with
by adopting the ARMA concept into ANFIS modelMarch quarter the initial state vector is calcuteds

to predict the quarterly EPS [15]. The integrated!lows: Let x= gr(;)vvih state ant()j zt;:l.decfreaseh
model consists of testing the lag period usingtate- Here % 7 and ¥= 7.The probability of eac

ARMA, processing inputs, training inputs usingstate is as follows: 121 and B= land the
ANFIS and framing rules to predict the EPS. The 14

performance evaluation of the proposed model isitial state vector g = (0.5, 0.5). Similarly we can
tested with mean error, mean squared error, meabtain the initial state vector for the remaining
absolute deviation, mean absolute percentage eriggmpanies. The initial state vectors for various
and root mean squared error. The result of thguarters are listed in Table 2.

fusion model outperforms the other models namely

neural network, fuzzy logic, ANFIS and AR with The construction strategy of state transition
ANEIS. probability matrix analyse the state process and

state probabilities information by Markov chain.

The study explored the capability of predictingThe state transition probability matrix can be
EPS by expounding Markov process model [16]calculated by identifying the number of growth to
The Markov prediction model consists of selectinggrowth, growth to decrease, decrease to growth and
input variable, data processing, classification oflecrease to decrease transitions. In this case for
states, construction of state process, state 4 3 4
probability, state transition probability matrix can HCL infosystem i, e P i P = Iy and
forecasting the subsequent state probability of. EPS

s
334




Journal of Theoretical and Applied Information Technology
20" January 2014. Vol. 59 No.2 B

© 2005 - 2014 JATIT & LLS. All rights reserved-

SATIT

ISSN:1992-8645 www.jatit.org E-ISSI¥17-3195
2 . . .

P,, = —. Similarly we can obtain the transition 05714 0.428§ _
6 o e * P = 01 03330 0.1670

probabilities for the remaining quarters. The state : '

transition probability matrices for various quaster (0.3333,0.6667) and State probability vector of EPS
are listed in Table 3. on March 2013 ag;) =n;, * P <0.3333,0.6667) *

3.2. Extended State I nterval Model
05714 0428 =(0.4126,0.5874).  The

In this extended state model the quarterly EP$0.3330  0.167
valug s classifigq into varioug state intervalscaicylation of subsequent EPS for the identified
Intelh_g_ent_ classn‘lcau_on techmqugs used forcompanies is listed in Table 6.
classification of state intervals. In this case ERS
HCL infosystem ending up with March quarter are The quarter ending up with March 2012 for HCL
classified into three state intervals for bettesutts.  infosystem is growth about the possibility of 33
Similarly other companies EPS values are classifigeercent and decrease about 67 percent whereas for
according to the EPS value using smarReliance growth about 80 percent and decrease
classification techniques. Table 4 lists the statgbout 20 percent. For Infosys growth is about 100
intervals for all companies end up with Marchpercent and decrease about O percent while for
quarter. This table can be extended to other queartéNVipro growth is about 50 percent and decrease
also. about 50 percent. The quarter ending growth with

e . o ... _March 2013 for HCL infosystem growth is about

Once cIassmg:atmn of state [nterval is |dentnf|§d41 percent and decrease about 59 percent whereas
then. construction of state interval probabilityr,. " Raliance growth is about 77 percent and
matrix is calculated. The last EPS value of HClyacrease 23 percent. For Infosys growth is about 44
!nquystem belongs to the state interval S1, thEercent and decrease about 56 percent while for
initial state vectorne = (1, 0, 0). All the EPS \yiprg growth is about 65 percent and decrease
Values of HCL infosystem for March quarterghoyt 35 percent. Similarly growth and decrease
comes under these three states S1, S2 and S3.Thges can be inferred for different quarters emdin
state interval probability = E, P,= E, Ps= 2 up with June, September and December 2012 &

5 5 2013. Further when analyze the projection for the

P = 2 P, = 2 Py= 0, Py = 1 P = 1 first quarter HCL infosystem and Infosys are

AT gy TRT oy BT BT e 127 0 inferred to be decrease trend whereas Reliance and
2 o _ Wipro show growth trend during the same quarter.

Pz = 2 Similarly the other companies stateSimilarly the projection differs during other

quarters. The summary of this projection inclusive
of all 4 quarters shows optimistic for Reliance &
Infosys in future. Wipro strikes a balance with
growth trend and decrease trend while HCL
infosystem gives a state of loss. The outcome @f th
forecasting is consistent in the real situation.

interval probability matrix is calculated usingtsta
interval transition. The initial state vector artdts
interval transition probability vector for this meld
is listed in Table 5.

4. RESULTSAND DISCUSSIONS Forecasting state interval EPS value for the

%Jbsequent quarter for extended model is calculated

Forecasting EPS for the subsequent quarter By identifying the initial vector and the state

Coceled by entyng e el ecla ST vanston i P Since h at quarter EpSina
—_ o is in state S1 for HCL infosystem the initial vecto

prediction model the state probability of March. e

2012 and 2103 is calculated as follows: Since th (1, 0, 0). State p.roba.bllllty vector Of* EPS on

last quarter of HCL infosystem is in decrease stat arch 2012 can be identified ag,) =g * P =

the initial vector is (0, 1) and the transition mat 040 020 0.4
(1,0,0) *| 050 o050 o0 | = (0.40,0.20,0.40) .

025 025 0.5

0.5714 0.428 -
P = ( j.State probability vector of
0.3330 0.167

EPS on March 2012 can be identified as The state interval of EPS for the quarter ending up
with March 2012 for extended model is given in
table 7.
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According to the data given in Table 7, the
predicted EPS value for HCL infosystem is less
than 4 which belongs to the state interval S1 and]
the same as the actual situation of 0.9. Similtdy
predicted EPS of Infosys occurred in S3 which is
greater than 30 and the same as the actual situatio
of 48.07. This method can be used to predict EPS
value for various quarters with regard to the othg5]
two companies.

5. CONCLUSION [6]
Any investor likes to have the complete financial
picture of a company before decides to mak 1
investments. In spite of many investment tools that
are available to analyse the financial positions of
business, EPS is said to be the prime investment
tool that detects the financial soundness and dutur
prospects of a company in the business scenario
thereby assist the investor to make wise decisior@]

of investment. The results of the two state basi
model and extended state interval model with time
independent transition probability transition
matrices to analyse and predict the EPS for
subsequent quarters of HCL infosystem, Reliance,
Infosys and Wipro are proposed and discusse
Markov process model poses to be more effecti ]
in analysing and predicting EPS than the other
models thereby suiting perfectly to the fluctuating
market conditions. The accuracy of the prediction
model can be enhanced by introducing proble 0]
oriented filter procedures and computationallgh
intelligent classification algorithm. Furthermore
incorporating the Markov prediction model into
fuzzy stochastic process leads significantly better
accuracy and confidence. It is clear that in futurj 1]
EPS along with PE ratio may be used to carry o g‘
the market analysis for better results as theyttee

vital functions in the investment process.
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Figure 1: System Framework for Forecasting EPS
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Table 1. Sate Transition of EPS Changes

Serial no 1 2 3 4 5 6 7 8 9 10 11 12 1 14
Companies| year 98 99 00 01 02 03 04 0b g6 07 D8 090 11
March G D G D G D
HOL June G D G D G D | G | D
September G D G | D G D
December G | D G | D| G D | G D
March | D | G D G
. June G D G D G
Reliance
September G | D G D G D G
December G D G D G D G D
March G D G D G D G D G D
June G D G D G D G D G D
Infosys
September G D G D G
December D G D G D G | D | G
March G D G D G D G D G
' June G D G D G D G | D | G ) G D
Wipro
September G D G D G D G D G
December G D G D G D G | D| G D G

(D-decrease, G-growth)

Table 2. Initial Sate Vectors

Company March Quarter June Quarter September QuarteDecember Quarter

HCL infosystem (0.5000,0.5000) (0.5714,0.4286 §620.7143) (0.5000,0.5000)
Reliance (0.7857,0.2143) (0.5000,0.5000 (0.71283x) (0.5714,0.4286)
Infosys (0.6429,0.3571) (0.7143,0.2857) (0.571286) (0.5000,0.5000)
Wipro (0.6429,0.3571) (0.7857,0.2143) (0.8571,0942 (0.6428,0.3572)
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Table 3. Sate Transition Probability Matrix

Company March Quarter June Quarter September Quarte December Quarter
0.5714 0.428 0.5000 0.500 0.2500 0.750 0.3333 0.666
HCL infosystem
0.3330 0.167 0.6000 0.400 0.2222 0.777 0.5714 0.428
) 0.8000 0.200 0.1429 0.8571 0.6667 0.333 0.5000 0.500
Reliance
0.6667 0.333 0.8333 0.1667 0.7500 0.250 0.6000  0.400
it 0.4400 0.560 0.5557  0.4443 0.4280 0.571 0.1667 0.833
nfosys
1.0000 0.0000 1.0000 0.0000 0.3333 0.666 0.6000  0.400
Wi 0.5000 0.500 0.8000 0.200 0.8182 0.181 0.6250 0.375
ipro
0.8000 0.200 0.6667  0.333 1.0000 0.0000) 0.8000 0.200
Table4. Sate Interval for Extended Model
company S1 S2 S3 S4 SH
HCL infosystem| <4 4-8 >8
Reliance <5 5-10| 10-1% 15-20 >20
Infosys <20| 20-30 >30
Wipro <5 5-10 >10

Table5. Initial State Vector & Sate Interval Probability Matrix - March Quarter

HCL infosystem Reliance Infosys Wipro
Initial (1,0,0) (0,0,0,1,0) (0,0,1) (0,1,0)
vector

040 020 0.4 050 050 0.00 0.00 0.0 0.330 0.670 0.00 0.000 1.000 0.00
State
interval 050 050 0 0.00 075 025 0.00 0.0 0.143 0571 0.28 0.125 0.750 0.12
I?tmbabi 025 025 05 0.00 000 000 1.00 0.0 0.000 0330 0670| | 0.000 0500 0.50
ity
matrix 0.00 0.00 0.00 050 0.5

0.00 0.00 0.33 0.00 0.6
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Table 6. Forecasting EPS for Subsequent Quarter

Quarter Year| HCL infosysten Reliance Infosys Wipro
2012 | (0.3333,0.6667 (0.8000,0.2000) (1.0000,0.pQ0(.5000,0.5000
March
2013 | (0.4126,0.5874) (0.7740,0.2260) (0.4400,0.56000.6500,0.3500
2012 | (0.6000,0.4000] (0.8000,0.2000) (0.5557,0.%448.8333,0.1667
June
2013 | (0.5400,0.4600 (0.2580,0.7420) (0.7531,0.24680.2580,0.7420
2012 | (0.2222,0.7778) (0.6670,0.3330) (0.8182,0.18180.4286,0.5714
September
2013 | (0.2284,0.7716 (0.6945,0.3055) (0.8513,0.148{0.3742,0.6528
2012 | (0.3333,0.6667 (0.6000,0.4000) (0.6250,0.31500.1667,0.8333
December
2013 | (0.4920,0.5080 (0.5400,0.4600) (0.6230,0.377(0.6906,0.3094

Table 7. Sate Interval of EPS - March 2012 Quarter

HCL infosystem| Reliance Infosys Wiprlo
March Quarter| S1 S5 S3 S2
Predicted EPS| <4 > 20 > 30 5-1p
Actual EPS 0.9 24 48.07 5.5
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