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ABSTRACT

Online transaction Processing (OLTP) applicatiores lausiness applications which are characterized by
high-frequency short lived data transactions. loudl domain, applications are expected to be highly
responsive and low cost with optimized levelscofsistency. Cloud data stores rely on an apprigpria

data partitioning scheme to achieve promising wélresponsiveness and scalability. This work gmes

a novel, transaction aware, static, vertical daastifponing scheme based on denormalization which
performs well for OLTP applications in cloud domaifihe scheme is implemented and tested on
contemporary cloud data stores i.e Amazon SimpleDB Hadoop HBase. Our work also proposes a
mathematical specification model for TAVPD basethdaartitioning and suggests appropriate evaluation
factors for a data partitioning scheme in cloudcalate.

Keywords:Partitioning, Selective Consistency, Responsiverasssistency Index, Poisson Distribution

1. INTRODUCTION transactions (operations) are partitioned to smalle
abstractions called subtransactions like
The design of OLTP databases in cloud domainSinfonia[17] lightweight minitransactions. The
is now an optimization problem requiring scalable minitransactions guarantees transactional
performance with weaker levels of consistency. semantics on only small set of operations such as
Traditionally OLTP database design requires only atomic andcompare and swagt optimizes the 2
correctness of data, high concurrency phase commit protocol[16] by piggybacked
requirements, isolation and durability guaranteesmessages. CloudTPS[4] decentralizes the
(ACID). Serializability is the supreme form of transaction management with local transaction
isolation where the correctness of data is ensuredmanager(LTM) which also acts as data manager in
However cloud-based OLTPs have extended thetransactional layer. It works well for smaller
benchmarks of the business databases to promisingransactions which access few partitions and gives
levels of performance with high throughput, low CloudTPS linear scalability.
latency, high responsiveness and low processingThe second approachdsta partitioning,which is
cost. CAP theorem[12] by Brewer states that it isa common method used for improving the
not possible to provide strong consistency and performance of databases. The data is divided into
good scalability together in presence of network smaller pieces called partitions. All the schemes
partitioning. This forces us to look at consistency are driven by the concept that data items, which
guarantee in cloud databases asoatimization are accessed together, must be collocated. Several
problenj6]. Thus a scheme for development of a schemes suggesting data partition mechanisms and
data model for cloud based OLTP which is their effect on scalability and consistency issues
selective in data consistency and promises goodhave been proposed. However it is factored that
responsive and scalable behavior with low distributed transactions cause consistency issues.
processing cost is required to be modeled. Hence onlysingle partition transactionshould
Several proposals have been made to provideexist. Here workload aware tuple—based
transactional support to scalable web applications.partitioning[13] is proposed. The tuples of
The first approach suggests schemes wheredatabase which are co accessed by a transaction
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are kept together and reduces the number ofindicative of its dynamic nature and importance,

distributed transactions. This is a graph based dat we can optimize the requirement of consistency.
partitioning algorithm. Das et al. suggesthema-  Our work proposes this approach and refers it as
level partitioning5] called Elastras where the root consistency index of the data item.

table called Primary Partition Table is identified The contributions of our work are hereby:

and the key of the primary partition table is mdde Introducing a novelransaction aware, static,

part of the key of all the secondary partition &bl vertical data partitioning scheme (TAVPD) based

All the related tables in the schema are put on oney genormalizationreferred asoptimized second

partition. This not only av_qu_c_ross partitioning normal form which performs well for OLTP
queries but also allows writing join queries which L . .
applications in cloud domain.

span over a partition. Megastore[8] is static )
partitioning of data into abstractions calledtity 2- Implementation  of the scheme on
groups which represent the granule for contemporary cloud data stores like Amazon
transactional access. This is a hierarchical keySimpleDB and Hadoop Hbase[19] using TPCC
structure which provides strong consistency penchmark.

guarantees on top of high availability. Gstore[4] Comparison of the TAVPD scheme with

proposes of a partitioning scheme suited for . - .
o , . , normalized partitioning scheme with respect to
applications like online gaming where the related i , i
response time and transaction processing cost.

entities are located in different partitions _ - _ )
physically and related logically. 4. Implementing selective consistency with
Most of the data partitioning techniques implement classification of the data based on their
variants of horizontal data partitioning like range consistency index.

partitioning, hash partitioning where all the Proposing a formal algorithm using set theory

attributes of an object (entity in RDBMS) in a to model TAVPD based data sharder
relation are stored together. OLTP applications are ’

characterized by a large volume of transactions
which require access to small set(subset) of2- RELATED WORK
attributes of an object in a transaction. This
implies collocation of subsets of attributes of the
objects which are accessed together in a singl
transaction. Thus our work proposes a data
partitioning scheme for collocation of data from
row based partitioning to column based

Vertical Partitioning (also called attribute
eoartitioning) is a technique to improve the
performance of transactions. In vertical
partitioning, attributes of a relation R1 are
clustered into non-overlapping groups and the

partitioning. This reduces the remote attribute relation R is projected into fragment refations

access cost, thereby reducing response time 01according to these attribute groups. In distributed

transactions. Secondly cloud data stores promised""tab"’lse systems, these fragments are allocated on

row level consistency. Horizontal partitioning of dlffe_r_ent_ sites. Thus the opjecnve of vertical

the databases results access to data on differerf@/titioning Is to create vertical fragments of.a

partitions. Some of the schemes partition the relat|qn SO as to minimize .the cost of.accessmg
schema [5] to avoid the distributed transactions. data items during transaction processing. If the
But they cannot avoid multi row transactions over fragments closgly match the requirements of t.he
a single partition. Promising consistency to these Set of transactions prowdeq, then the transaction
transactions is an overhead on the applicatiors Thi processing cost, response time could be minimized

can be avoided with vertical partitioning of data. anc}i[_ t?roughﬁm wil ble Tﬁx'm'zﬁd' Sel\)/eral
Transaction processing cost is the total of the Vertica dp'artlhlon:'r':g tagorls ms avet Ieeznl
remote attribute access cost and the local ateibut PFOPOS€d In the literature. Severance et al. [21]

storage cost. A partitioning scheme is evaluatedM€asure the affinity between pairs of atributes
[3] with the transaction processing cost as its and cluster attributes according to their pair wise
performance metric affinity by using the bond energy algorithm

Vertical data partitioning causes denormalization (BEA). Kennedy [20] considers a mathematical

of data which causes an overhead to ensure the(nodel of attribute partitioning where each attréut

consistency of database. Not all data however isg ?S of known dletr;gth, and h‘?ll_sh prolbabilitybcpfbll_
dynamic or critical. Consistency can be selectively eing requested by a query. The joint probability

applied to the data depending on its criticality in that attributes ;aand aare requested by the same

the domain. If we characterize data by an indexquery_is assume(_j to bepjp. A cost fur_lction based
on this assumption is derived, which reacts the
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expected amount of data that must be transmittedour approach finds the co access to the data
in order to answer to query. attributes in the schema.

The input to the Vertical Partitioning algorithnss i  Also we find that not all data needs to be treated
an Attribute Access Matrix (AAM).It is a 2-D equally for the requirement of consistency. Kraska
matrix with rows as transactions[T1.....Tm] and et al. has proposed a similar system [18] to diassi
attributes [Al...... An] as columns. An example data into threecategories depending on the

AAM is given below. guarantees of consistency level and also allows to
Table 1 : Attribute Access Matrix switch them dynamically at run time. The temporal
_ characteristics of the data is monitored and
Attributes/ | al az. | e A | gathered to take the decisions. This is called
Transactions - n consistency rationing [18].0ur approach also
T1 1 0 . 1 | exploits the diversities in the data criticalitydan
T2 0 1 | . 0 | dynamicity. It discriminates the data on the basis

of number of correct reads observed in a given
time period and the probability that the user
Tm 0 o | ... 1 obtains the expected number of correct reads given

—— : : total number of reads, writes and the period of
ﬁﬁmgq _ é zp Zggissé?acces a agreement between the replicas. Thus the

M= : P consistency index is a probability distribution
function ranging between [0,1] which implies the
probability of obtaining an index for a given
attribute.

Bond energy algorithns used to group the
attributes of a relation based on the attribute
affinity values. The affinity between two attribate
i,j is calculated as follows 3. TAVPD scheme

TAVPD scheme refers to transaction aware
vertical partitioning of the data. The attributes i
the table which have reference in the same

where transaction will now be collocated on a single
Oy is number of time T accesses i, j together. The e : 9
binary vertical partitioning algorithm uses the part|t|on._TP_1e relation tables can be_ denorma_llzed
clustered affinity matrix to partition an objectan fo anoptimized se_cond normal formscus_s;_ed n
two non-overlapping fragments [20] by giving the next subsection. T_he v_ert|cal partitions so
algorithms to quantitatively clump the attributes ob_tamed can bverlappmg with regards_ to the
together and by taking into account blocks of primary key.attnbute-s as We.” as non primary key
attributes with similar properties. The approach ?ﬁ:ggﬁiﬁ; V_\lf';g tcr?rr(]essﬁ(tﬁgci)s/ ;nngu:%gm:er?'gq]
taken in this algorithm is splitting rather than which caﬁ be defined by the apolication Valués
grouping. The rationale behind this approach is y PP '

closer to 1 assure stronger consistency guarantees.

that the optimal solution is much closer to the The concept of consistency index is discussed
group composed of all attributes, assumed to be pt o c y Ine :
ahead. The objective function is to obtain a

gﬁﬁisa?étg‘agrtﬁ%r?;’ than to groups that are single partitioning scheme with minimal number of
Graph-based Vertical Partitioning Algorithmin partitions with selectlve_ overlap_pmg which Ieac_is
to minimum response time, optimized transaction

this approach[22] the AAM is considered as a ) ¢ and subiect t i f
complete graph called the affinity graph in which processing cost and subject 1o preservation 0
correctness of data.

an edge value represents the affinity between the
two attributes. Then, forming a linearly connected .

spanning tree, the algorithm generates all >-1 OPtimized 2nd normal form
meaningful fragments in one iteration by
considering a cycle as a fragment.

Database normalization is the process of

In our approach, we propose a vertical dataorganizing the_fields and tables of a relational
partitioning scheme which will have all the database to minimize redundancy and dependency.

attributes accessed by a transaction together. Ondlormalization usually involves dividing large
of the approaches which has proximity to our tables into smaller (and less redundant) tables and

notion is tuple based partitioning[13]. However it _defining relationships between them. The objective

exploits the co access to the data tuples wherea&® 0 !solgte data S0 that additions, de_letl_onsi an
modifications of a field can be made in just one
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table and then propagated through the rest of theform. The optimized normal form allows a non-
database using the defined relationships. primary key to be partially dependent on the
Normalization is essential for strong consistency primary key if and only if the non-key attributesha
guarantees as it avoids duplication of the data.consistency index below a threshold level. This
Application databases demand normalization up toimplies that the non primary key is either less
3 NF. dynamic or less critical. The threshold ias a value
The second normal form requires that every nonbetween [0,1]. Lower the value, lesser is the
primary key attribute to be fully functionally consistency guarantee, higher the value, higher is
dependent on the primary key. Optimized secondthe consistency guarantee.

normal form states that the non-primary key can be

partially dependent on the primary key if the 3.3 TPCC Scheme

consistency index of the key attribute has TPC-C benchmark is an OLTP workload. I t is a
consistency index below a threshold. Optimized mixture of read only and update intensive
second normal form when opted selectively transactions for online shopping. With “business
handles the inconsistencies due to denormalizationthroughput” as the performance metric, it performs

of the data. five transactions as NewOrder transaction,
Payment, Stocklevel, Delivery, OrderStatus on 9
3.2 Denormalized TAVPD grouping scheme entities as shown in the E-R diagram. The

The criterion for denormalization is that the normalized TPCC schema is shown in the fig 1.
attributes which are co accessed in the transactiolTAVPD is applied on the scheme and a
are logically kept together in a single relatiohisT ~ denormalized TAVPD TPCC schema is generated
often brings the relations to non 2 NF.TAVPD and shown in Fig 2.Please note that the TAVPD is
scheme requires the relations to be ptimized  applied only on the attributes which are accessed
normal form which agree with 1 NF. Boyce at least once in the transactions.The number of
Codd’s second normal form states that in a relationentities is reduced to 5 from 9. The attributes tha
a non-primary key attribute should be fully are co accessed in the 5 transactions are kept
functionally dependent on the composite primary together.

key. TAVPD needs a much more flexible normal

T PC-C Database Schexrma
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Fig 1. Normalized TPCC Schema
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4, CONSISTENCY INDEX: HOW
IMPORTANT ISDATA? Te=Usn=t 1)

Data is often classified as static or dynamic data. |f we assume R reads in the schedule i.e in time T,
The quantification of dynamicity as well as the then average number of reads in timésTgiven
criticality of the data is required. The second py

contribution of our work is to propose a

consistency index for a data item which 3 Consensus period A=
logically a measure of the criticality of the data.
Dynamicity refers to number of updates a dgta —A
undergoes in a period. Criticality refers t |
importance of the correctness of this data in the T e
read operation. It is referred aensistency index

(C). It is mathematically giverby the ratio of

number of correct reads (intended/calculated) fo -
the total number of reads on a data item in an wodste read
observed time(T)The formula suggests that thgesic-2 et
consistency index falls in the bounds of [0,1].The ——
occurrence of reads and updates on a data it |
follows Poissans distribution. In a N-replicated i
system, the consensus period (agreement) between t 2t 3t a

the replicas play a vital role in deciding the time ime >

required to penetrate the changes in the system# = U *% 2
Higher the period of consensus lesser is the )

guarantee of reading the updates. We suggest thatet R, be the number of reads on the data item
following factors have their interaction effects on jithin the total consensus period \Twhich

the consistency index. The proof can be easily gyarantees a consistency indexji@en by
devised using ANOVA techniques and is not
described in this work. C

replicas

i=1- 3)

m |

The time interval T is further subdivided into sub ) ) ]
intervals each of time t. Given average number of R reads in T time period,

Average number of reads (R) on a data item in@nd A as average number of reads ig fime
time T period, the probability that there will be exadRy
Average number of updates (U) on the data item infeads in Twill be given by Poisson’s formula.
time T a
Consensus period (CP) for an agreement by all PX =R, =g—1§ (4)
replicas on a single update. A
Experimental observations show that the reads
which arrive during this period of consensus are
incorrectreads as shown in the Fig 3.

Fig 3. Incorrect reads in Consensus

where X is a stochastic variable for number of
reads in the consensus period.

For a schedule S, we thus obtain the probability
that a given data item would guarantee an intended
4.1 Poissans Distribution and C, cqnsistency index: Intended; €an be aphieved .
with in variance with the consensus period and is

Let observed time T be divided into N subintervals Under future work.

of duration t such that the probability of reads as

well as updates in any sub interval t is equal. The> MODELING TAVPD SHARDING USING
application of Poissons distribution is thus SET THEORY

suggestive. If one update takes tinm¢ for

consensus,(n=1 in Fig 3) maximum total

consensus period{rfor U non concurrent updates

in a schedule will be
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Fig 4. Attribute Usage Matrix 2. If AUM[T, g] = W and AUM[T;, g] = R i.e one of
the transaction reads and one of them writes, then
Attributes/ & =Y . a If(Ci(ay)) < threshold)
Transactions &; should be removed from one of the partitions.
T R 0 W The candidate set can be found out by calculating
the remote attribute access cost incurred for both
the transactions as discussed in the next unit and
T2 0 R . 0 choosing the arrangement which incurs minimum
...... . " cost
Tm 0 0 . R AT =ATi-g OR AT;= AT;-3
(R> read access, W Write access, 0> no Else_ L
access) replication is allowed.

mathematital If AUM[T , g] = W and AUM[T;, g] = W i.e both
the transactions write, then

If(Ci(a;)) < threshold)

should be removed from one of the partitions.

The discussion shows the
representation of the process of TAVPD sharding.
As discussed earlier, it is a process of groupieg t

coaccesed attributes. Hence we implement it usingj?_h , .
the set theory. The input to our scheme is a 2D e candidate set can be found out by calculating
matrix called attribute access matrix(AAM) which the remote attribute access cost incurred for both

gives the data of all the attributes accessed byﬂ:]e tra_msa%tlons as d|scusseg_|rr1] t_he next unit and
every transaction. However Attribute Usage C00SINg the arrangement which incurs minimum

Matrix(AUM) refers to the usage of the attributes SOSt

by the transactions, Fig .4 AT =ATi-g OR AT =ATj-3

Let A be the set of all attributes in the databafse Else. .

a candidate application and |[A|= N replication IS aIIowed.. ) . .

P, be the set of all primary key attributegSPA Step-3 Creating a partition which isin optimized

NP be the set of all non- primary key attribut second normal form.
ngkCeA el\?;((& ?:,k 2(3: primary key attribles, S1-> Set of partitions at the end of Step-1

: . S1|=R
Let T be the set of all transactions in the s stem| _ .
and I I y S1PK = set of primary key for partition,E S1
IT| =M For every partition Pif there exists an attributg a

,such that PK{@ < S1PK then PK(3 U a can be

Step- 1 Creating transaction aware partitions ) P
<P 'ng ! ware partit T separated in a new patrtition iff G)& threshold.

AT, be the set of attributes which transactign

accesses, A¥{alae A and AAM  , =1}. Ste;(J ;1 Merger of partitions where PK(pl) =
; ' . Vb = AT PK(p2
P is th t of partit f d P={AT=1t " . .
M}IS © set of partifions formed, A © A new Partition with PK(p1) U P1 U P2 is created.
PK(g)= Primary Key of attribute;asuch that &
A 6. IMPLEMENTATIONWITH TPCC

Let PK(AT;) =U{x|x=PK(a), aeAT} h ¢t o _
Step-2 Handling the overlaps of dynamic data in The prototype of the TAVPD scheme is
partitions implemented using the TPCC workload

A TAVPD partition set P should be a solution set Penchmark[2] an industry standard for OLTP
such that Pand P should be non-overlapping which models an online shopping application. The

except primary keys and static non primary keys. original relatior_1al database of TPCC was migra_lted
Now if there exists a partition ATAT; € P such on Amazon SimpleDB as shown in Fig. 2.Using

that AT N AT; & P i.e there exists attribute(s) in TAVPD,blwe g:reated 5|_dogna_|i_r|;sctco repr)]resent \Bce
the partitions which is non-key and redundant in nine tables in normalize schema. e

both. poputlated]c 1000 item recordg W(Iere gopullaégdfggce:
- number of customers was simulated as .

Lt AT, = (AT 11 AT) - R benchmarks for the size of order(10 order line
items) were followed. The transaction mix abided
to TPCC workload as NewOrder- 45%, Payment-
43%, OrderStatus- 4%, Delivery- 4% and
StockLevel- 4%. However the impact of very large
number of rows and its impact on the response
time of the transactions is left as the future wask

i.e non key attributes common to both partitions.
Addressing every element@aAT;;

If AUM[T ;, g] = R and AUM[T;, g] =R i.e both
the transactions require the attribute for reading
only,

then only replication is allowed.
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the scheme can be complemented with appropriaté‘q : frequency of transaction t accessing attribumefjagment i

load balancing and caching techniques. Howeve

Ajj : Attribute Vector for attribute j in fragment i.

rst : Set of attributes contained in fragment i e transaction

the performance of TAVPD in an isolated manner {;ccesses: It is empty if t does not need fraginent

can be definitely observed.
7. EVALUATION OF A TAVPD SHARDS

The performance criteria used here
transaction processing cost and the response tim
Throughput is definitely improved with response
time.

Processing Cost

The overall transaction processing cost in

|Sit] : number of attributes in fragment i that thensaction t
accesses.

R« : Set of relevant attributes in fragment k accgssenotely
with respect to fragment i by transaction t;

these are attributes not in fragment i but neeged b

iS the |Ru : number of relevant attributes in fragment k emsed

gemotely with respect to fragment i by transaction

Table 2. Results Of The TAVPD Scheme With
Normalized Partitioning Scheme For TPCC Schema
Response Time

PARAMETER

NORMALIZED

TAVPD

distributed environment consists of local SCHEME SCHEME
transaction processing cost and the remote o riransaction 75 11761

transaction processing cost. In a centralizedd  processing

database system with memory hierarchy, irrelevant cost(En’)

attributes in the partition incur an overhead in Remote 428.37 3975

storage and access especially when the number [of tg?gig'gg

tuples is very high. This is significant where the Cost(Ex)

transactions access only subset of the attributes oThe TAVPD scheme
an object at a time. This is referred Exal

is compared with the
normalized schema of TPCC with respect to
irrelevant cost(k). A partitioning scheme should response time of the five transactions. The
lead to a smaller irrelevant attribute access cwst.  performance of every transaction is shown in the
a distributed database management system, whe@raphs given below from Fig.5 to Fig. 9
the relevant attributes (i.e., attributes accessesl
transaction) are in different data fragments gnd
allocated to different sites, there igemote data
access cost(@@. In other words, each site must be consistency is an optimization problem in
able to process the transactions locally with gatabases. Instead performance metrics like cost,
minimal access to data located at remote sitesyesponse time and throughput significantly affect
Introduction of replication can reduce the remote the success of an OLTP application in cloud data
attribute access cost. But this would also adthéo t stores. In cloud based applications, normalized
cost of maintaining consistency in the data acrossgatabase scheme leads to poor performance with
the partitions. Hence we assume a partitioning respect to these metrics. Hence denormalized
scheme with selective repetition of non-key gatabase designs are essential to gain good
attributes. We use the findings of Muthuraj J. in performance.  Transaction aware  vertical
his work on evaluation of vertical partition partitioning achieves reduced cost, low response
evaluator(3]. _ . time. At the same time managing the isolation of a
The local transaction processing ¢Bs) for a  single row transaction can be handled by the cloud
part|t|on|n3 siheme is given by data stores with less overhead on the application
5 5 _ |:55] and database managers. Vertical partitioning of
B = ; ; [q* * 1 Sul (1 o n—)] data causes denormalization. This denormalization
can be kept at optimum level and complemented
The remote transaction processing cost(fer a
partitioning scheme is given by

with  selective consistency. Our approach
implements selective consistency on the data by
. associating consistency index to every data item.
ER=>"AM > [gf * | £ p—e This discriminates the data on the basis of its
=1 ki itk
n : Total number of :ttributes in a relation that being
partitioned.

criticality with respect to number of accesses it
undergoes in an observed time.

T : Total number of transactions that are undesictaration.

q: : frequency of transactiontfort=1; 2; : T ;

M : Total number of fragments of a partition.

n; : Number of attributes in fragment i.

n'i : Total number of attributes that are in fragment
accessed remotely with respect to fragment i bstetion t.

CONCLUSION

| R

9. FUTURE WORK

The scheme can be complemented with an
appropriate caching and a load balancing

s
79



Journal of Theoretical and Applied Information Technology

10" January 2014. Vol. 59 No.1 N
© 2005 - 2014 JATIT & LLS. All rights reserved- T
ISSN: 1992-8645 www.jatit.org E-1SSi817-3195
mechanism which would exploit the principle o Responss fim of TAVPD Vs Responss fime of nomalized ¢
selective consistency by discriminating the data ¢n i TPOG schema for dELIVERY Transacton
. . . . 20,000
the basis of its consistency index. The scheme
would then promise scalability with good responge
time, reduced cost and optimized consistency. 17,600
15,675
15,200
Response time of TAVPD Vs Response fime of normalized database 9 8 B TaveD
with TPCC schema or ORDER STATUS Transaction g -% §
SES
16,000 /L gl—g 12800 BN
13,435
12,200 10,400
» 9400 8,000 -t
ﬁ cg 1 TAvPD (2.2) (5,5) (10,10) (100,100)
§ E _g Data set size(C,|)
E"% 6,600 L L

Fig 7. Response Time Of TAVPD And Normalized
TPCC Scheme (Stock Level)

3,800

2,804 Response time of TAVPD Vs Res time of lized
2,065 2,248 2,328 with TPCC schema for PAYMENT Transaction
10,000
1,000 - T T 1
22) (55 (10,10) (100,100}
Data set size(C |) 8,400
Fig 5. Response Time Of TAVPD And Normalized 7000
TPCC Scheme (Order Status) P 5,500./5,‘9___527, [
ct? 6,000
Response ime of TAVPD Vs Response time of ] b > © §
with TPCC schema for STOCK LEVEL Transaction E @2 BN lized
F™ 5 5200 ormalize
30,000
25,647 3,600 - 3,500
25,400 2,735 2,900 ’
2,000 1 ;
o 8 20,800 B TAVPD (2,2) (5,5) (.10,10) (100,100)
s f; § 18, | Data set size(C,1)
sER 16,670 ) Fig 8. Response Time Of TAVPD And Normalized
¢"E 15200 8 Normalized| .
L TPCC Scheme (Delivery)
Response time of TAVPD Vs Response time of normalized
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