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ABSTRACT

Text summarization is the process of extractingeeiinformation from the source text and to presbat
information to the user in the form of summary.idtvery difficult for human beings to manually
summarize large documents of teRutomatic abstractive summarization provides tbguired solution

but it is a challenging task because it requirespde analysis of text. In this paper, a survey lustractive

text summarization methods has been presentedrakhise summarization methods are classified ivwo t
categories i.e. structured based approach and senfzased approach. The main idea behind these
methods has been discussed. Besides the mairtheestrengths and weaknesses of each method fsve al
been highlighted. Some open research issues inaalbige summarization have been identified and will
address for future research. Finally, it is conetlidrom the literature studies that most of thstactive
summarization methods produces highly coherenggigh, information rich and less redundant summary.

Keywords: Abstractive Summary, Sentence Fusion, Semantic Graph, Abstraction Scheme, Sentence
Revision

1. INTRODUCTION automatically generate the summary and get the

) ) ) general idea of long textual data[1].
The data on World Wide Web is growing at an

exponential pace. Nowadays, people use the internéin€ of the natural questions to ask in
to find information through information retrievdR) Summarization is “What are the texts that should be
tools such as Google, Yahoo, Bing and so gppresented or kept in a SL_Jmmary_?” The summary
However, with the exponential growth of informatidRuSt be generated by selecting the important cesiten
on the internet, information abstraction or summ&y conclusions in the original text. Finding out
of the retrieved results has become necessaryiMiortant information becomes a truly challenging
users. In the current era of information overlaad; f@sk. Currently, the need for automatic text
summarization has become an important and tim@#jnmarization has appeared in many areas such as
tool for user to quickly understand the large votuR€Ws articles summary, email summary, short
of information. The goal of automatic texf€SSage news on mobile, and information summary
summarization is to condense the documents inf®ra Pusinessman, government officials, research,
shorter version and preserve important contents, online search engines to receive the summary of
pages found and so on[2].

A document summary keeps its main content _ _ .
helps user to understand and interpret large volum&ne first effort on automatic text summarization
of text in the document and consequently redf¥gtem was made m_th_e_late 1950.This automatic
user's time for finding the key information in th ummarizer selects significant sentences from the

L2 gcument and concatenates them together. The
document. Summarization, as done by humans

involves reading and understanding an articigproaCh in [3] uses term frequencigs to measure
bsit d t 1o find the k ints. Th ntence relevance. Sentences are included in the

website, or document to find the key points. 1hg mmary if the terms in the sentences have high ter

points are then used to generate new sentencesh Whiquencies

form the summary. For humans, generating a o

summary is a straightforward process but it is timel€xt summarization approaches can be broadly

consuming. Therefore, the need for automafii¥ided into two groups: extractive summarization

summaries is becoming more and more apparent t8Nd ~ abstractive  summarization[4]. Extractive
summarization extracts salient sentences or phrases
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from the source documents and group them2to AUTOMATIC TEXT SUMMARIZATION
produce a summary without changing the source text.

Usually, sentences are in the same order as in theext Summarization is shorter version of the
original document text. However, abstracti@iginal document while still preserving the main
summarization consists of understanding the sougestent available in the source documents. Theze ar
text by using linguistic method to interpret arwgrious definitions on text summary in the literatu
examine the text. The abstractive summarizatiorsafgcording to [7] “The aim of automatic text
to produce a generalized summary, Conveyingsummarization is to condense the source text by
information in a concise way, and usually requir@fracting its most important content that meets a
advanced language generation and compressig@i’s or application needs”. According to [8],"a
techniques[5].Early work in summarization startédmmary is a text that is produced from one oremor
with single document summarization. Singléxts that contains a significant portion of the
document summarization produces summary of d#i@rmation text(s), and is no longer than halftioé
document. As research proceeded, and due to lafignal text(s)”.

amount of information on web, multi document
summarization emerged. Multi docume
summarization produces summaries from m
source documents on the same topic or same evenj

Generally, a summary should be much shorter than
e source text. This characteristic is definedthsy
mpression rate, which measures the ratio of kengt
summary to the length of original text [4].

A distinction is made between indicative summa%ﬁ Text Summarization Features
and informative summary based on the content of the

summary. Indicative summaries are used to indicat§eyxt summarization identify and extract key
what topics are discussed in the source text aeyl Ypntences from the source text and concatenatetthem
give brief idea of what the original text is aboOn form a concsie summary . In order to identify key
the other hand, informative summaries elaborate ¢Bgtences for summary, a list features as discussed
topics in the source text [1]. below,can be used to for selection of key sentences

The automatic summarization of text iS a Werm Frequecy: Statistics provide salient terms
known task in the field of natural languaggseq on term frequency,thus salient sentences are
processing _(NLP). Significant aghlevem_ents in teXL  ones that contain the words that occur
summarization have been obtained using Sent&{C& ently[21]. The score of sentences increases for
extraction and statistical analysis. True abstwacty,. frequent word. The most common measure

summarization is a dream of researchers [ligely ysed to calculate the word frequency is TF
Abstractive methods need a deeper analysis of |fe

text. These methods have the ability to generate n

sentences, which improves the focus of a summamgation:It relies on the intuition that important
reduce its redundancy and keeps a good compressmitences are located at certain position in teit o
rate [6]. paragraph, such as beginning or end of a

This paper presents the current state of art in Qﬁéagraph[Q].

abstractive summarization methods along with Bee Method: Words that would have positive or
strengths and weaknesses of each method. The paggiive effect on the respective sentence weight to
is organized as follows: Section 2 presents ihdicate significance or key idea[7] such as cues:
definition, aim and features of automatic te%n sumary”, “in  conclusion”,"the  paper
summarization. Section 3 gives a comprehengil@scribes”, significantly”.

literature review of the abstractive summarizatiirﬂI Headline word: It assumes that words in title
methods and these methods have been comp F\ﬁ j

along three dimensions: original text represermati%1 hee_ldmg of a document that. occur In sentences

content selection and summary generation as shg\;\(/anposnvely relevant to summarization{9].

in Table 1.Section 4 discusses the open rese®gitence length: Short sentences express less

issues in abstractive text summarization. Discussigformation and  therfore  excluded  from

is given in section 5 and section 6 concludes Hugnmary.keeping in view the size of summary,very

paper. long sentences are also not appropriate for
summary[10].

Similarity: This feature determines similarity
between the sentence and the rest of the document

s
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sentences and similarity between the sentence aadtology, lead and body phrase structure. Different
titte of the document.Similarity can be calculatednethods used this approach are discussed as
with linguistic knowledge or by character stringfollows.

overlap[9] 3.1.1. Treebased method
Proper noun: Sentences having proper nouns are )
considered impotant for document summary. This technique uses a dependency tree to represent

Examp|es of proper nouns are: name of a persome text/contents of a dOCU.ment. Different algm“ﬁ]
place or organization[10] . are used for content selection for summary e.gnéhe

intersection algorithm or algorithm that uses local

Proximity:The distance between text units wheretlignment across pair of parsed sentences. The

entities occur is a determining factor fortéchnique uses either a language generator or an

establsihing relations between entities[10]. algorithm for generation of summary. Related
literature using this method is as follows.

3. ABSTRACTIVE SUMMARIZATION The approach proposed in [14] automatically

METHODS fuse similar sentences across news articles on the
same event. The method uses language generation for
oducing concise summary. In this approach, first
similar sentences are preprocessed using a

Most of the work in text summarization h
focused on extractive summarization, which for
summary by selection of important sentences frg%”

o ow parser and then sentences are mapped to
the QOcuments[ll]. Statistical methods are qftemju redicate-argument structure. Next, the content
to find key words a_nd phrases_[3_]. Discour nner uses theme intersection algorithm to
§tructure[12] also assists In specifying the MYtermine  common phrases by comparing the
Important sentences in the document. Varig icate-argument structures. Those phrases that
machine learning techniques [13] have been app 8

. . vey common information are selected and ordered
for extracting features for salient sentences USI some information are also added with it(tempora

training corpus. A few research works have addce ferences, entity descriptions).Finally sentence

single and multi document abstractive Summariatb%neration phase uses FUF/SURGE language

Singl and Tl document abstiacive summarmgeic1aor 10 combine and aniange theselected
9 ; rases into new summary sentences. The major

have discussed in literature. In this study, weu$o trength of this approach is that the use of laggua

part|cula_rlyt. onF_ S(teven dmethociﬁ for_ %bStraﬁt'afSnerator significantly improved the quality of
summarization. FIrst, we discuss the€ main 106e8on oq jtant summaries i.e. reducing repetitions and
method,follow_ed by relevant research work for egeh, asing fluency. The problem with this approich

method,and finally the strengths and weaknesse%g context of sentence was not included while

each method are discussed. capturing the intersected phrase. Context is inambrt
Abstractive summarization techniques are broaéken if it is not a part of intersection.

classified into two categories: Structured _baseqn other work, sentence fusion [15] integrates

approach and Semantic based approach. lefe{ﬁ\ t

fSrmation in overlapping sentences to generate a
methods that use structured based approach arﬁogﬁsoverlapping summary sentence. In this approach,
t

follows: tree base method, template based met : :

’ the dependency trees are obtained by anajyzin
ontology based method, lead and body phrase me"{ﬁ dsentenl?:es. A %asis tree is set by %lindi%y the
and rule based method. Meth_"ds that use Semalliroid of the dependency trees. It next augments
based approach are as follows: Multimodal Semamg basis tree with the sub-trees in other sentence
model, Information item based method, and sema % finally prunes the predefined constituents. The

graph b_ased meth(_)d. _Table 1 compares all [Imitation of this approach is that it lacks a cdetp
abstractive summarization methods based on fel  which would include an abstract

following para_meters: Original text rePresentat'%’presentation for content selection.
Content selection and Summary generation.

3.1. Structured Based Approach 3.1.2. Template based method

Structured based approach encodes mostThis technique uses a template to represent a
important information from the document(s)whole document. Linguistic patterns or extraction
through cognitive schemas [6] such as templatesjles are matched to identify text snippets thdit lve
extraction rules and other structures such as tremapped into template slots. These text snippets are

s
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Table 1: Shows A Comparative Study On Abstractive Summarization Methods Based On Text Representation, Content Selection And
Summary Generation.

Author/Year Techniques/| Text Representation Content Selection Summary Gépar
Methods
Barzilay and Dependency ba'\sed Theme intersection FUF/SURGE language
McKeown, Tree based | representation: algorithm Generator
1999 DSYNT tree 9
Harabagiu and| Template | Template/Frame having Linguistic patterns or IE baseql MD
. : summarization
Lacatusu ,2002 based slots and fillers Extraction rules .
Algorithm
Lee and Jian, Ontology e
2005 based Fuzzy ontology Classifier News agent
. Algorithm uses local Algorithm for reusing and
Barzilay and ; : : )
Tree based | Dependency tree alignment across pair | altering phrases from input
McKeown, 2005
of parsed sentences sentences
Revision candidates
Tanaka and Lead and | Lead, body and (Maximum phrases of | Insertion and substitution
Kinoshita, 2009| Body phrase| supplement structure | same head in lead and operations on phrases
body sentences)
Multimodal . . . L
Greenbacker, . . Information density(ID)| Generation technique:
Semantic | Semantic model :
2011 metric Synchronous tree
model
Genest and Abstract representation: Ranking of generated
INIT based | Information item sentences based on | NLG realizer SimpleNLG
Lapalme, 2011
(INIT) document frequency
Genest and Categories and : .
Lapalme, 2012 Rule based Aspects Extraction rules Generation patterns
Cueght =Average
weight of each concept
Moawad and Semantic Rich semantic araph Reduced semantic graph
Aref ,2012 Graph based grap Swegnt =Average weight| and domain ontology

of all concepts in a
sentence.
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are indicators of the summary content. Relatedncertain data that simple domain ontology cannot.
literature using this method is as follows. TheThis approach has several limitations. First, domai
approach proposed in[16] presents a multientology, Chinese dictionary and news corpus has
document summarization system, GISTEXTER{o be defined by a domain expert which is time
which produces abstract summaries of multipleonsuming. Secondly, this approach is limited to
newswire/newspaper documents relying on th€hinese news, and might not be applicable to
output of the CICERO Information extraction(IE) English news.

system. To extract information from multiple

documents, CICERO requires a templat8.1.4. Lead and body phrase method

representation of the topic for extracting

information from multiple documents. In this This method is based on the operations of phrases
approach, a topic is represented as a set of delatgnsertion and substitution) that have same syiatact
concepts and implemented as a frame or temp|dwad chunk in the lead and body sentences in twder
containing slots and fillers. The templates fited ~ rewrite the lead sentence. Related literature uiisg
with important text snippets extracted by themethod is discussed as follows.

Information Extraction systems. These text snippets

are used to generate coherent, informative mU|tféad sentences in a news broadcast. This approach
document summarnes by using IE ba$ed_ _mUIEIoes not use the co-reference relation of nounsgisra
document summarization alg(_)nthm. A significan Ps).In this approach, first the same chunks (also
advantage. of _th|s approach is that th_e generat glled triggers) are searched in the lead and body
summary is highly coherent because it relies ODantences. Then. maximum phrases  (revision
relevant information id.entified by IE system. This candidates) of eac,h trigger are identified andney
approach works _onIy if the summary sentences a[%ing similarity metric. Substitution of body pheas
already present n the source documents. It canngll the lead phrase takes place if body phrase has
handle the task if multi document summarization,,reqhonding phrase in the lead and body phrase is
requires information . about  similarities andricher in information. Insertion of body phraseoint
differences across multiple documents. the lead sentence takes place, if a body phrasadas
counterpart in the lead sentence. The potentiadfiten

of this method is that it found semantically
appropriate revisions for revising a lead sentence.
This method has some weaknesses. First, Parsing

of summarization. Most documents on the web €TOrs degrade sentential completeness such as
are domain related because they discuss thé;rammaticality and repetition. Secondly, it focuses

same topic or event. Each domain has its own©n rewriting techniques, and lacks a complete model
knowledge structuré and that can be betterWhiCh would include an abstract representation for

represented by ontology. Related literature using ONtent selection.
this method is discussed as follows.

An abstractive approach proposed by [18] revise

3.1.3. Ontology based method

Many researchers have made effort to use
ontology(knowledge base) to improve the process

3.15. Rulebased method
The fuzzy ontology with fuzzy concepts is

introduced for Chinese news summarization [17]to In this method, the documents to be summarized

model uncertain information and hence can bettare represented in terms of categories and aflist o

describe the domain knowledge. In this approaclaspects. Content selection module selects the best
first the domain experts define the domain ontologgandidate among the ones generated by information
for news events. Next, the document preprocessimxtraction rules to answer one or more aspects of a
phaseproduces the meaningful terms from the newsategory. Finally, generation patterns are used for

corpus and the Chinese news dictionary. Then, tergeneration of summary sentences.

classifier classifies the meaningful terms on the

. The methodology in [19] generates short and
basis of events of news. For each fuzzy concept of . . -

. well written abstractive summaries from clusters of

the fuzzy ontology, the fuzzy inference phase ; :

: news articles on same event. The methodology is

generates the membership degrees. A set : .

. ased on an abstraction scheme. The abstraction

membership degrees of each fuzzy concept IS : . .

. ) ; .scheme uses a rule based information extraction
associated with various events of the domain . -

module, content selection heuristics and one oremor

ontology. News summarization is done by NeWSatterns for sentence generation. Each abstraction
agent based on fuzzy ontology. The benefit of thig 9 '

. . . Scheme deals with one theme or subcategory. I orde
approach is that it exploits fuzzy ontology to hiand X 2
to generate extraction rules for abstraction scheme

s
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several verbs and nouns having similar meaning iarenanually evaluated by humans. An automatic
determined and syntactic position of roles is aksealuation of the framework is desirable.

identified. The information extraction (IE) module

finds several candidate rules for each aspect ®f 3/2.2. Information item based method

category. Based on the output of the IE module, the

content selection module selects the best candidate this method the contents of summary are
rule for each aspect and passed it to summ@gperated from abstract representation of source
generation module. This module form summary @gcuments, rather than from sentences of source
text using generation patterns designed for edéelsuments. The abstract representation s
abstraction scheme. The strong point of this metha@rmation Item, which is the smallest element of
is that it has a potential for creating summariéth wcoherent information in a text.

greater information density than current staterbf a - .
The main drawback of this methodology is that alﬁ A framework proposed in[6] for abstractive

h | d I ’ hi ummarization took place in the context of Text
the rules and patterns are manually written, whic nalysis Conference(TAC) 2010 for multi-document
is tedious and time consuming.

summarization of news. The framework consists of
following modules: Information Item retrieval,
sentence generation, sentence selection and summary

In Semantic based method, semantic representa(%%neratlon' In Information Item (INIT) retrievalrdt

of document(s) is used to feed into natural Iangugé'?g‘?‘scgasggtlyasr% %fbt.z)g[ ;Sr:ggﬁavg'tg] dpgrt;searﬁﬁ&::ljl
generation (NLG) system. This method focus ) ) 7

identifying noun phrases and verb phrases efined as a dated and located subject—verb—object

processing linguistic data[20]. Different memo%%r;iﬂ;ngseenn;i:tzz %‘?C?riraltll\?lr':' sz(ijnug;e’ Zslz?\tgel?;geel
using this approach are discussed here. generator, the NLG realizer SimpleNLG [22].

Sentence selection module ranks the sentences
generated from INIT based on their average

In this method, a semantic model, which captufgcument Frequency (DF) score. Finally, a summary
concepts and relationship among concepts, is tm“_generatlon step account_ for the plannl_ng stage and
represent the contents (text and images) inglude dates and locations for the highly ranked
multimodal documents. The important concepts 4herated sentences.
rated based on some measure and finally the selecteéhe major strength of this approach is that it
concepts are expressed as sentences to f{gidBuces short, coherent, information rich and less
summary. redundant summary. This approach has several

In[21], a framework was proposed for generatg@itatiqns- First, many candida}t(_a information im_m
an abstractive summary from a semantic model &'§ 'eiected due to the difficulty of creating
multimodal document. Multimodal documenpeaningful and grammatical sentences from them.
contains both text and images. The framework Rpgcondly, linguistic quality of summaries is veoyl
three steps: In first step, a semantic model AK€ {0 incorrect parses.

constructed using knowledge representation based gon _

objects (concepts) organized by ontology. In secagts:  Semantic Graph Based Method

step, informational content (concepts) is ratedetias

on information density metric. The metric deternsine This method aims to summarize a document by

creating a semantic graph called Rich Semantic
the relevance of concepts based on completenes i o .
attributes, the number of relationships with othéFaph (RSG) for the original document, reducing the

. , nerated semantic graph, and then generating the
concepts and the number of expressions showing; ; :

: final abstractive summary from the reduced semantic
occurrence of concept in the current document. In

third step, the important concepts are expresseé’rggh'

sentences. The expressions observed by the paeser &he abstractive approach proposed by[23]
stored in a semantic model for expressing concepssists of three phases as shown in figure 1. The
and relationship. An important advantage of tlisst Phase represents the input document
framework is that it produces abstract summasgmantically using Rich Semantic Graph (RSG). In
whose coverage is excellent because it inclugsG, the verbs and nouns of the input document
salient textual and graphical content from thérenare represented as graph nodes along with edges
document. The limitation of this framework is tliatcorresponding to semantic and topological relations

3.2. Semantic Based Approach

3.2.1. Multimodal semantic model

s
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between them. The second phase reduces the representations and their ability to generate
generated rich semantic graph of the source such structures.

document to more reduced graph using some
heuristic rules. Finally, the third Phase generates
the abstractive summary from the reduced rich
semantic graph. This phase accepts a semantic
representation in the form of RSG and generates the
summarized text.

A noteworthy strength of this method is that it
produces concise, coherent and less redundant and
grammatically correct sentences. However this
method is limited to single document abstractive
summarization.

4. OPEN RESEARCH ISSUES

Automatic Text summarization has become an
integral part of daily life due to the availabilitf
large volume of information, that need to be
summarized for humans so that they can read
important contents in short time. We focus on
abstractive summarization, which is a challenging
research area because of the complexity of natural
language processing. Some of the research issues in
abstractive summarization methods that need to be
addressed have been identified from the literadince
are given as follows:

e There is no generalized framework that
humans can use for abstractive summarization.

» Tree based method for abstractive summary
relies on parsing and alignment of parse trees,
and in this respect, its robustness is an issue.

» Future research inree based and leads &
body phrase methods for abstractive summary
will need to further address grammaticality of
summary sentences.

e Besides synthesizing important sentences for
abstractive summary, sentence ordering in a
summary is an important research issue.

« Ongoing research on abstractive
summarization must still deal with issues
such as scarcity of training data, appropriate
integration of syntax even when the input data
comes from a noisy genre, and compressions
involving lexical substitution and paraphrase.

e Evaluating an abstractive summary is a
difficult task because there does not exist an
ideal summary for a given document or set of
documents and therefore is an open research
area.

e The biggest challenge for abstractive summary
is the representation. Systems’ capabilities are
constrained by the richness of their
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5. DISCUSSION

summarization can get a better understanding on

abstractive text summarization approaches.

All the abstractive summarization methods are
classified into two categories: structured based
approach and semantic based approach.
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of summaries i.e. produces short, coherent,
information rich and less redundant summary with
the exception of lead and body phrase method, w
produces summary with redundant sentenc
However, the linguistic quality of summaries
produced by all abstractive summary methods is vEdy
low. The summary sentences contain a lot of
grammatical mistakes. This is due to the fact that
abstractive summary methods in structured based
approach do not rely on semantic representation of
the original document text.

The abstractive summarization methods un([i%a]r
semantic based approach rely on semantic
representation of the original document text. These
methods produce concise, information rich, coherent
and less redundant summary as well as improve[g']e
linguistic quality of summary[23] with the exceptio
of Information item based method, in which a few

summary sentences contains grammatical mistakes

due to incorrect parses. A better parser will neso

this issue. The semantic based abstractive methods

proposed by[23] and [6]uses rich semantic gragh an
abstract representation i.e. Information Item (INiG
represent the original document. These methags
produce concise, coherent, information rich ang |
redundant summary.

6. CONCLUSION
[6]

Automatic text summarization is an old
challenge but now the research direction is leaning
from extractive text summarization to abstractive
text summarization. Abstractive summary methods
produces highly coherent, cohesive, informatiofi7]
rich and less redundant summary. Abstractive text
summarization is a challenging area because of the
complexity of natural language processing[8]
Therefore, this study examines a review on
abstractive summarization methods along with their
strengths and weaknesses. The different methods
are also compared based on three parameters: tEt
representation, content selection and summary
generation. Different abstractive summarization
systems are explored and finally some research
issues that will be addressed as future work a® al[10]
identified. Certainly, this study has been adajed
a way that new researchers to the area of text
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