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ABSTRACT

Since the birth of civilization, offenses of var®sorts have been on an uptrend and no wondereCri
investigation, which is emerging as the supremew &nforcement procedure , particularly of the
Government, to check such menaces to the sodiddyge, finds itself engrossed in methodical 8oizes

for spotting and evaluating the designs and tecids shown by the law-breaking anti-socials inohgg

in offense and chaos so as to find appropriate aswlirate preventive actions in due time. Various
Techniques were introduced for the method of Cranalysis and Prevention. But the existing methods
have some drawbacks, i.e. those methods are nsidesimg the precise features to analyze and préuic
high volume crime areas. Hence to reduce the drelgbm the existing methods, a new crime location
prediction technique is proposed in this paper. pheposed technique predicts the crime location by
analyzing the crime data by utilizing an Adaptiveutistion based Artificial Bee Colony (AMABC)
algorithm. The AMABC algorithm will use socio-ecani factors and clustering results in the crime
location analysis process. Among the predicted erotations by the AMABC algorithm, a high crime
location is computed by mining the patterns by g#ssociation Rule Mining (ARM) technique. Thuseth
proposed technique will successfully predict theatmns via AMABC and ARM techniques. In our
proposed technique an UCI Machine Learning RepgsiBmmmunities and Crime Data Set will be used
for the crime analysis. The proposed technique belicompared with the existing optimization methods
like GA, PSO and conventional ABC.

Keywords: Crime locations prediction, Artificial Bee Colony (ABC), Adaptive Mutation based Artificial
Bee Colony (AMABC), Association Rule Mining (ARM), GA, PSO, UCI data

1. INTRODUCTION assessment of a vast quantity of data that imitate
criminal event and their correlations [3]. A large
In our daily life, we face Crime, an essential paramount of the first work was carried out for parole
of the hazards. Crime is going with harm &forecast, which soon after developed into re-
violence in public outlook; harm to individual, offending further commonly. A number of key
demolition of property and the rejection ofmethodological concerns were lifted in a way that
reverence to people. Crime is not widening equallig still insightful early in the post-war era, [4].
across maps [1]. It is of significance, that the
incorporation of dissimilar statistics, such a

Pearson’s sample coefficient correlation, X . . S : :
of crime or integrating crime in the literature eos

coefficient - of multiple correlations, and Ny ard-pressed to locate police departments or other
incomplete correlation coefficient, improves viable ™. P L POl P
olice associations making standard use of

benefits in the study of obscured situations an . . ey
orecasting econometric or predictive for

conclusion support [2]. From the __early 20thcpnsumption of restricted resources [5]. One of the
century, Forecasting has been a significant part 0

- I : . ._Causes that crime forecasting may have been judged
criminal justice practice. Our contemplation is

focused on the intelligence based on conceptu%ﬂ be not possible in the past is that the predere

;?cale for examination is too little for dependable

knowledge and reasonable logics of dissimila S . . ) L
kinds of statistical models associated with th(gnOOIeI estimation [6]. Police must identify crime in

Police did not wusually followed Crime
jorecasting. As there are many econometric studies
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regions as small as feasible for strategic purposea RELATED WORKS
at the patrol district level or smaller [7].
Explore on cause and consequence must dealA few of the latest research works associated to

with the fundamental recognition problem that"'™me location study is conversed as follows.

happens when trying to forecast outcomes under An adaptive bio-inspired technique has been
some imaginary management, say novel sentencinffered by Gianluigi Folingt al. [21] to formulate

or policing performs. | investigate some of thestate of the art clustering algorithms scalable tand
realistic matters engaged in forecasting city levebffer them with an any-time performance. The
crime rates by means of a general panel data settgthnique was based on the biology-inspired
this light [8]. In particular, | spotlight on the example of a flock of birds, i.e. a population aég
problem of forecasting future crime rates fromagents intermingling locally with every other and
examined data, not the problem of forecasting howith the surroundings. The flocking algorithm
dissimilar policy levers impact crime [9] [10]. Bve offers a form of dispersed adaptive organization
though  obviously  significant, fundamentalconstructive to work out complex optimization,
guestions are separate from the predicting questiatassification and allocated control problems. This
consider. An intention is to observe whethestrategy evades the chronological search of
historical time-series data can be applied to offeranonical collecting algorithms and allows a
precise forecasts of future crime rates [11] [l&]. scalable execution.

resent it is rather practical, and general in, . . .
IF;rger police deﬁartments to ghave suff??ient To |dent|fy_ and stu_dy crime trend samples from
computer hardware, data analysis software, aﬁamp‘)fa' crime ~activity data, a structure of

; ; ; o telligent decision-support model based on a fuzzy
mapping devices that allow visualization of densgelf—organizing map (FSOM) network has been

spatial data [14] [15]. It is _furthermore a newguggested by Sheng-Tun i al. [22]. Various
ﬁxplorations addressing this problem have
mmonly used disciplines of behavior science and
tistics. In forecasting and avoiding crime, the
gata mining strategy has been demonstrated to be a
roactive decision-support device. On the other
and its efficiency is frequently restricted due to
dissimilar natures of crime data, such as linguisti

In several ways, Data mining is an annex otrime data developing over time. Besides, a rule
statistics, with a little non-natural intelligenemd extraction algorithm was applied to expose unseen
machine-learning techniques launched [17]. Theausal-effect knowledge and make known the shift
decision support system under erection makesround consequence. They intended a non-Western
certain ease of use and precision of understandingal-world case in compare to most present crime
in the appearance of study results from the datsssociated studies, i.e. the National Police Agency
warehouse of crime and social explorations [18NPA) in Taiwan. The resultant model can be
[6]. In sustaining decision making and gainingsustained to police managers in evaluating more
novel insights, Statistical methods and visuasuitable law enforcement approaches, as well as
depiction of features examined are critical inte thdeveloping the utilize of police duty deployment fo
arrangement of problems by producing dissimilacrime obstacle.
sights of the decision position. For crime obstacle
measures, it is significant to identify consequanti
substitutes and approaches during the proble
solving process using statistical study [19] [20].

required to see the samples in crime events oeger t
course of important socioeconomic cycles has be&
presented. Moreover is, at the present amazing t
most police departments have accessible.

addition, technologists talented in spatial datﬁ
mining are currently rising [13] [16].

SOM clustering technique has been suggested by
rMohammad Reza Keyvanpowt al. [23] in the
range of crime study. In fact crime study comprises
exploring and identifying crimes and their
This document is arranged as follows. In Sectionorrelations with criminals. The high volume of
2, we conversed the latest research worksrime datasets and moreover the difficulty of
associated to the crime study process. Theorrelations among these types of data have made
suggested crime location calculation method basesliminology a suitable field for pertaining data
on AMABC and ARM is discussed in Section 3.mining methods. Recognizing crime features was
Section 4 will offer experimental consequences thahe initial step for improving further study. The
demonstrate that our technique outperforms thanformation that is added from data mining
other techniques. Lastly, Section 5 reviews thetrategies is an extremely constructive device whic
ending of this document. can assist and support police forces. A strategy
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based on data mining methods was conversed @valuated by Simulations. The parameters such as
this technique to remove significant entities frontour length, bee travel time by Artificial Bee
police narrative reports which are written in plainColony Algorithm are evaluated by the
book. By applying this strategy, crime data can beffectiveness of the paths. In this piece of wgtin
routinely entered into a database, in lawthe travelling salesman problem for VRP was
enforcement agencies. They have furthermore usathximized by using nearest neighbor method,;
a SOM clustering technique in the possibility ofevaluation results were offered which are then
crime study for final results. In order to executecomparison is done with the artificial bee colony
crime matching process, they employed thalgorithm. The best results for discovering the
collecting results. shortest path in a shortest time for moving towards
he objective is got from the above approach. The
ptimal distance with the tour length has been
cquired in a more efficient way in this method.

Peter Phillips and Ickjai Lee [24] have examine
crime datasets in combination with socio—economigg1
and socio-demographic issues to find out co-
distribution samples that may supply to the An accomplishment of ABC for satellite image
formulation of crime. They suggested a graph basetiassification has been proposed by Srideepa
dataset depiction that permits us to remove sampl8sinerjeeet al. [30]. Mapping the land-usage is
from varied areal comprehensive datasets ardbne efficiently by using ABC for optimal
visualize the resulting patterns efficiently. Theyclassification of images. The results acquired by
demonstrate this approach with real crime datasetsher techniques like BBO, MLC, MDC,
and offer a comparison with other methods. Membrane computing and Fuzzy classifier has been
compared with the results produced by ABC
%lgorithm to show the efficiency of their proposed
ccomplishment.

MV and Apriori algorithm has been suggested b
Malathi and S. Santhosh Baboo [25] for workin
out crimes factor study. In this suggested method,
they spotlighted on employ of missing value anThe Problem statement
gathering algorithm for crime data by means of data Section 2 reviews the research works related to
mining. They conversed on MV algorithm andthe crime locations prediction and analysis by gisin
Apriori algorithm with a few improvements to the various techniques and algorithms. Among
assist in the process of filling the missing vadurel those various techniques Data mining and FSOM
recognition of crime patterns. They used thesmethods are popular. Data mining is the
methods to actual crime data from a city policccomputational process of discovering patterns in
department. They moreover apply semi-superviselarge data sets. The records of offenders were
learning method here for knowledge discovermaintained by the police databases. Data mining is
from the crime records and to assist increase ttused for the extraction of data from those database
analytical precision. and then split on basis of hot spot and cold spot f
the deployment process. Some of the drawbacks of
data mining process in crime analysis are Privacy
issues, Security issues and the accurate calaulatio
of hot spot and cold spot is not possible because i
is the dynamic process it may be varying with time.
FSOM is known as Fuzzy Self Organizing maps.
Self Organizing maps are a valuable tool for
document retrieval purposes on the web. One
limitation of FSOM is difficulty of evaluating the
accurate performance. Utilizing this FSOM in the

A Bee Colony Optimization for travelling crime analysis process also not attain a high
salesman problem has been presented by Ashitaperformance. Moreover the existing method does
Bhagadeet al. [29]. The idea of social interaction to not consider the precise features for analyzing and
problem solving is applied in the ABC optimizationpredicting the high volume crime areas. If the
which is a population-based search algorithm. wheaforesaid drawbacks in the literary works are
on application to the process of path planninsolved, then the accurate result is obtained with
problems for the vehicles, this biologicalhigher efficiency.
phenomenon is found to be excellent in solution
superiority as well as in computation time. Fitness
of paths established by ABC Optimization has been

Kalaikumararet al. [26] have offered Spatial and
Temporal crime hotspot recognition by utilizing
spatial clustering algorithm and structured crime
classification algorithm to categorize the predigti
of the criminal activities. In this suggested
technique, they recognized the associated faotors
avoid crime by study the crime predicting on place
time and crime type. This technique assists th
police department in tactical and stop the crime.

.
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3. PROPOSED CRIME LOCATION dataset and clustered by the AMABC algorithm.
PREDICTION TECHNIQUE Based on the clustered results from the AMABC,

the high crime locations are mined by the ARM
Here, we have proposed a crime locatiomlgorithm. The mined patterns result from the ARM
prediction technique by using the AMABC andalgorithm produce the high crime volume locations
ARM algorithms. The proposed technique utilizesn the future also. Our proposed method comprised
an UCI Machine Learning Repository- of three stages namely, (i) Feature Extraction (ii)
Communities and Crime Data Set for the crimeClustering by AMABC and (iii) Pattern Mining
analysis process. To predict the crime location, thusing ARM. The structure of our proposed crime
socio-economic features are extracted from thiecation prediction technique is shown in Fig. 1.

: Clustering ' Paftern !
E i i Mining !
peny Feature | Adaptive Mutation i_’i ! Predicted
Database Extraction | based Artificial | | E ! Results
E Bee Colony L | ARM E
| (AMABO) |1 :

Socio-Economic

Factors

Fig. 1. Structural Diagram Of Our Proposed Crime Location Prediction Technique

Let us considered the databaseon the last column values because the last columns
D={g} i=12--M,j=12--N, with the size of values are the crime values. To cluster the crime
é/alues, the distinction process is performed by fin

MxNand a; denotes the database attribute . X .

] the minimum and maximum value form the crime
values. The process of feature extraction from the | denoted min max  Th
databaseD is discussed below. values are denote aSa,J)N. ' (a'J)N' ' €

3.1 Feature Extraction distinction computation is stated as,

In feature extraction, the attributes values which
are utilized in the clustering process are extdcte
from the given crime database. During the feature | | d. Thite cl q It 1
extraction the missing values are removed from thglU€S are clustered. T clustered result from
database which is denoted by the symbol (?S_e distinction process are denotedcis where
Because the present of missing values in th&represents the number of clusters. To optimize
database will creates the time complexity in th¢he crime values clustered results an artificiak Be
location prediction process. For that we remove theolony algorithm is exploited to cluster the other
columns from D which has the missing value (?). 5itributes which are in the databaseby using the
After discarding the_ missing value_s th_e d'mens'O'EIustering resultsg .
of the databaseD is reduced which is denoted
asD'(MxN'). Then the attribute values in the [N our proposed technique, we can't use ABC

. , ) ) directly, because we will utilize more sensitiveada
databaseD are involved in the clustering process. in the clustering. Hence, we need to improve the
3.2 Clustering by AMABC ABC performance by making the adaptiveness for

using our more sensitive data. The adaptiveness is

In clustering process, the database attributdgtroduced by making mutation operation in the

values and their crime values are clustered by tH€W food source generation process of ABC. By
AMABC algorithm. Before the process of USing this adaptive mutation based ABC an optimal

AMARBC, initially the crime values are clustered byclustered results are obtained. The AMABC
distinction process. We apply the clustering preceglgorithm procedure is described below,

d = (@)™ - (ay;) ™" )
N N

Based on the distinction valuel the crime

e —
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Step 1: Initialization- The adaptive mutation among the kK number of generated food sources.
based ABC algorithm is initiated by randomlynext, we generate the new food sources in
generating the food sourceS within the interval employed bee phase by using the selected best food
[0, 1]. The generated food sources are denotesburces.

asS={sx}, the length of the food sources are Step 3: Employed bee phaseln employed bee
related to the number of clusters. Moreover, duringhase the new food sources are generated based on
the food source generation for every generated fodble Equation which is stated as,

sources another one varialfds generated which n

have the random values within the interval [0, 1] Sk = Skmin ¥ #C1D(Skmin ~ Skmax) (4)

and the size is defined BsN' -1. The generated ~ BY Edn. (4), the new food sources are generated

food sources and variable mapped to the original in the employed bees and that generated food
ource values are mutated by the adaptive mutation

, nction. The adaptive mutation function in the
with the N column value and the variable valuesfood source generation process will increase the
are the other attributes values. In crime valuABC performance. The new adaptive mutation
clustering, the same attributes values correspgndifiunction in the AMABC is described as,

crime values are clustered into two different

databas® . The generated food sources are linke

clusters (i.e.) the same attributes crime values ar M =yl1+g (Fmax = Fmin )“ = Fag ¢
changed. Hence, we analyze this clustering results, 3(Fmax — Fmin ) — F%
the attributes values in variableare changed into 5)
one dimensional value by performing the following 2
operations, 5= [MJ
() Initially we take the transpose to the food 2 (6)

Where,
- Mutation probability

w,¢ - are the mutation coefficient factors

T
sources (%) and multiplied with the variablé.
So we get the resultant value in the size o
RxN -1 .
Fmax: Fmin: Favg - denotes the maximum,

(i) Next, we apply transpose to the variable ]
minimum and average fitness of the food sources

T
(A" and thus trans ipli i

pose values are multiplied with

corresponding cluster values with the size Based on the value from the Eqn. (5), the food

sources values are mutated and then the food

of RN =1 As a result we obtain & number of sources are evaluated by the Eqn. (2).

attribute values(OIii ) with one dimensional and we  Step 4: Onlooker bee phase Similarly to the
know that attributes values are belongs to the whicemployed bee phase, the new food sources are also
cluster based on the crime values clustered result.generated in onlooker bee phase by using the
. . ) neighborhood search and adaptive mutation

Step 2: Fitness Function-After that, we find the Equations are given in Eqn. (4) and Eqn. (5) and
fitnes_s_ function for. theT generated food sources bé’omputes the best food sources by Eqn. (2). If the
exploiting the function is stated as, food sources worst positions are forgotten, then th
scout bees are initiated.

M M
1
Fi = R(R_l)zzd”' (2)  step 5: Scout bee Phase la Scout bee phase
i=1i' =1 the food sourceare generated in random manner.
i #i The process is iteratively repeated when a
) maximum swarm duration, i.e., cycles are reached.
(di —d)%; ifdj &d.Dc Once the termination criterion is met, the bestdfoo
d. = 1 (3) sources are selected and it's denotelt as
i ; otherwise k
(d -d.)?

3.3 Pattern Mining using ARM

By using Eqgn. (2), the generated food sources
fitness function is computed and we select the best After the clustering process, the rules are mined
food sources which have the minimum fitness valugom the clustering results by using the ARM
algorithm. For generating the rules from the

e —
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AMABC algorithm, a matrix¥ is computed which poverty, year of education and percentage of
is stated as, population. By clustering above-mentioned
. attributes values three lengths, four lengths arel f
W(RxN -1 =(bSk-)T A (7) length rules are generated. Moreover, the rules are

, extracted from the generated rules which satisdy th

The obtained matri¥¥ has the size o0RxN -1 minimum support threshold value. Based on the
which is computed by multiply the input vectorsextracted rules the crime locations are predicted b
b . is a one dimensional vector witR number of our proposed technique. The predicted crime

k locations and their extracted attribute values by o
values with variablé\that also a one dimensional proposed technique are illustrated in next section.
vector with N -1 values. After that, the matrix each
row vector values are multiplied ;/vith the databasg' EXPERIMENTAL RESULTS AND

. . DISCUSSION
D'(M xN'-1) values by,

I = WRxN ~1)xD' (M xN' ~1)T ®) The proposed crime location prediction

! - technique is implemented in the working platform
Thus the obtained values from the Eqn. (8) argf JjavA (JDK 1.6) with machine configuration as

clustered by the distinction process. The clusterag|iows

result from the distinction process is divided by

comparing the clusters centroid values with th&rocessor: Intel dual core

defined threshold value. The divided cluster®S: Windows 7

namely (i) Low cluster (L) (i) Medium cluster (M) CPU speed: 3.06GHz

and (iii) High cluster (H). Based on this clusterdfRAM: 2 GB

results the rules are generated with combining thei

. . Database Description
crime clusters results we already mentioneGgas To do the crime location analysis, the UCI

The crime values clustered results also divided agachine Learning Repository-Communities and
L, M and H. The rules are generated by combiningime Data Set which is given in [31], is used in

both values and the generated rules like, our paper. The data combines socio-economic data
from the 1990 US Census, law enforcement data
Table |: Generated Rules from the 1990 US LEMAS survey, and crime data
Rules (B I Crime \/a||_]es([\fh column) from the 1995 FBI UCR. The UCI dataset size is
E, Cow High defined as 1994x127, i.e. the UCI dataset have
E, Medium Low 1994 rows and 127 columns data. Initially we
E, Low Medium perform the feature extraction process on this UCI
E, Medium High dataset. In feature extraction the columns which
Es High Low have the missing value (?) is deleted from the
: : : dataset. After deleting the missing values, the
Ey High Medium dataset size is reduced to 1994x102 i.e. the cadumn

size is reduced from 127 to 102. This reduced
The rules Eare generated for the whole databas&994x102 dataset is utilized in the further clustpr
D and mine the important rules from the generate%nd pattern mining process.

rules which have the high support value than the In our proposed technique, the crime locations
minimum support threshol@ . The extracted rules were predicted by AMABC and ARM algorithms.

like, Initially the dataset crime values and their input
attributes values were clustered by the AMABC

c ={Ei? s(Ej)za (9) technique. Afterward, the rules were mined from

! |otherwise the clustering results by using the ARM algorithm.

The crime locations predicted results are obtained
by randomly selects any one of the socio-economic
ruleg;. factors. Thus the selected socio-economic factors
are household income, number of people under the
. overty, year of education, percentage of

and four length rules are generated by clusteheg t opulation  and crime value. The AMABC

two length rules corresponding attributes value Igorithmic parameters which are used in our work

like household income, number of people under thgre tabulated in Table 2

In Equ. (9), S(Ej) represents the support of the

After the generation of two length rules, the thre

e —
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Table. |1 : Amabc Parameters Values

Parameters Values
Number of employed bees 3
Number of onlooker bees 3

Number of scout bees 1
X 0.5
Y 0.5,05

the type of the input, the values and rules are
displayed with the corresponding population value.
For example, the selected input type and value is
percentage of population and low. Based on the
input, the other parameters like, Household income,
Peoples under the poverty, Year of Education,
Crime Rate values and rules are displayed in the

user interface diagram.

Percentage of population,

By using the interface diagram, the crime
In our crime location prediction process, the usébcations are predicted. Thus the crime location
can select any one of the input type (soci@redicted results are plotted using the GM took Th
economic factors) that belongs to the categorgredicted crime locations are sending to the Google
Household incomemMap. In GM the corresponding locations maps are
Peoples under the poverty, Year of Education andisplayed. By using the java tool the displayed
Crime Rate. After the input type selection thecrime locations in GM tool are cropped. The result
corresponding input value is to be selected whichf crime location prediction result by our proposed

has three values low, medium and high. Based aschnique in GM tool is illustrated in Fig. 2.
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Fig. 2. Predicted crime location by our proposedABC-ARM techniques (i) Percentage of populatioh ilbusehold income (iii)

By using the displayed details of user interfacéechnique by using the GM tool results are shown
diagram, the corresponding locations are predictéd Fig. 2. The different length rules results which
with the help of GM tool. The crime location are generated in our proposed technique are given
predicted results by our proposed AMABC-ARMin Table 3.

Peoples under the poverty (iv) Year of Educatioth @) Crime Rate

Table. 11 : The Generated Rules From Our Proposed Technique In Different Lengths (1) 2 (111) 3 (111) 4 And (IV) 5

Rules Household Income Crime Rate
1 Low (0) High (2)
2 Low (0) Medium (1)
3 High (2) Low (0)
4 Medium (1) Low (0)
5 Low (0) Low (0)
0]
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Rules Household Income Peoples Under the Poverty iore Rate
1 High (2) Low (0) Low (0)
2 Medium (1) Medium (1) Low (0)
3 Low (0) Low (0) Medium (1)
4 High (2) Low (0) Medium (1)
5 Medium (1) High (2) Low (0)
(if)
Rules Household Peoples Under the Percentage of Crime
Income Poverty Population Rate
1 High (2) High (2) Low (0) Low (0)
2 High (2) High (2) High (2) Low (0)
3 High (2) Low (0) Low (0) Medium (1)
4 Medium (1) Medium (1) Medium (1) Low (0)
5 Medium (1) High (2) Low (0) Medium (1)
(i)
Rules Household Peoples Under the Percentage of Year of Crime Rate
Income Poverty Population Education
1 Low (0) Medium (1) High (2) Low (0) High (2)
2 Low (0) Low (0) High (2) Low (0) Medium (1)
3 Medium (1) Low (0) High (2) High (2) Low (0)
4 Low (0) Low (0) High (2) Low (0) High (2)
5 Medium (1) Medium (1) Medium (1) Medium (1) Low (0)
(v)
Moreover our proposed AMABC-ARM optimization techniques performance is evaluated

technique performance

AMABC, standard ABC, GA and PSO methods.llustrated in Fig. 3 to 5.

is compared with thdy using their objective function in selecting the

conventional ABC, GA and PSO techniques. Tanore accurate solutions. For the different socio
accomplish the performance analysis process, veeonomic factors input values, these optimization
have performed 100 rounds of experiments bynethods results in selecting the best solutions are

Moreover, our proposed and conventional
in P13 - 40
£ LE+T8 £ 1E+80 20
= LE+62 10 _ = 1E+63 :
v o s (: :" -“"
; 1E+45 AB > LE+46 20 == GA
‘=‘ LE+30 5 —==PSC ; 1E+29 ABC
£ IE+14 £ B2 10 -
0.0l ') —E-GA E  1EFI2 —#=—AMABC
. 0.00001 %7 - 0
SFFE —t=AMABC co o —4—PSO
Iterations Iterations
0) (ii)
1E+13 - 15
b +8
w 1E+10 - = 1E+81
2 ——PSO 7 BTl 10 ——pso
£10000000 ——— ‘ > E7 ‘
z 10000 —f—— —W=GA £ 1E+30 5 ABC
£ o A ABC & IE+13 —— AMABC
& k ] 0.0001 0
0.01 oo ——AMABC S'e o —B-GA
0.00001 -
Iterations Iterations
(iii) (iv)

Fig. 3. Our Proposed AMABC, Standard ABC, GA And PSO Methods Performance Result When The Input Value Is
Low And The Socio Economic Factors (1) Percentage Of Population (li) Household Income (lii) Peoples Under The
Poverty (Iv) Year Of Education
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As can be seen from Fig. 3, 4 and 5, our to “soft” forensic evidence”, Journal of
proposed crime location prediction technique with  Artificial Intelligence and Law, Vol. 4, No. 1-2,
AMABC-ARM technique has attain a high pp. 35-100, 2006.

performance results in their objective function4] Giles C Oatley and Brian W Ewart, “Crimes
minimization when compared to other optimization  analysis software: ‘pins in maps’, clustering and
techniques. The low fitness values shows that our Bayes net prediction”, Expert Systems with
proposed AMABC technique has given more  Applications, Vol. 25, No. 4, pp. 569-588, 2003.

accurate clustering results _than the oth 5] Que Thi Nguyet Nguyen, Philip A. Neck and
optimization methods. For all input values ou Thanh Hai Nguyen “The Critical Role of
AMABC has acquire low fitness value for all socio Knowledge Management in Achieving and

economic factors. Hence, this results shows that ou Sustaining Organizational Competitive
proposed AMABC technique has given high  agyantage”, International Business Research,
clustering performance in the crime location /o 2 No. 3 pp. 3-16, 2009.

prediction process. [6] Dale Dzemydiene and Vitalija Rudzkiene,

5. CONCLUSION “Multiple Regression Analysis in Crime Pattern
Warehouse for Decision Support”, Database and
In this paper, a crime location prediction Expert Systems Applications, Springer-Verlag
technique with AMABC and ARM algorithms was Berlin Heidelberg, pp. 249-258, 2002.
proposed to find the high crime locations based Wilpen Gorr, and Richard Harries,
the UCI data. In this proposed methodology, the  “|ntroduction to crime forecasting”,
socio economic features were collected from the |nternational Journal of Forecasting, Vol. 19,
UCI crime data and that extracted data’s are No. 4, pp. 551-555, 2003.
initially clustered by using the AMABC algorithm. [8] Wilpen Gorr, Andreas Olligschlaeger and
The optimal clustered results from the AMABC Yvonne Thompson, “Short-term forecasting of
algorithm were given to the ARM to mine the high  rime" * nternational Journal of Forecasting,
crime locations. Our proposed crime location /g 19, No. 4, pp. 579-594, 2003.
prediction technique has successfully predicts t
crime locations based on the mined results. A . . .
: burglary”, International Journal of Forecasting,
these processes have improved the performance of Vol 19. No. 4 567-578 2003
the proposed crime location prediction technique. ST ,_pp. B} ? ) o
The crime location prediction results in GM tool[10]Richard Harries, “Modelling and predicting
results have shown that the proposed technique '€corded property crime trends in England and
with AMABC-ARM has achieved high accuracy. Wales-a _retrospectwe, International Journal of
Thus, our proposed crime location prediction Forecasting, Vol. 19, No. 4, pp. 557-566, 2003.

technique has offered better performance in prediftl]Hua Liu and Donald E. Brown, “Criminal

] Derek Deadman, “Forecasting residential

the crime location. incident prediction using a point-pattern-based
density model”, International Journal of
Forecasting, Vol. 19, No. 4, pp. 603-622, 2003.
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