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ABSTRACT

This paper is to enlighten the diversified utildf Data glove as a rehabilitation communication &®
well as a novel and crucial way of secure authatitio for hearing and speech impaired community.
Apart from that, this system can be used as arfawie for robotic control by the aged and disaldee
which enables the robots to act according to tifiectife signs. In this novel way of communication
where we combined the conventional sign languagel by deaf and dump community incorporated
with an electronic glove as the medium of commuimcafrom which signals are taken and the exacted
message is interpreted. The experiments using Binyfalue Decomposition (SVD) method of feature
selection was showing the evidence of potentialiegion of this idea. The data glove experimesfts
identifying sign language communication and idemtij people were resulted in significant and
distinguished models that are suitable for any comipation and authentication systems.
Keywords: SVD, American Sgn Language, Data Glove, Eucildean Distance, Chebychev Distance,
Mahalanobis Distance. Minikowski Distance

1. INTRODUCTION Different distance classifiers are used on the
. tracted data to classify the different symbols. A
Among the several applications of glove base

L2 R L omparison between the different results of the
communication which include communication by e

. > .. ~“classifiers is made.
vocally disabled people, military communication
devices and security authentication devices the The sign language communication chosen is
communication application encompasses th&SL (American Sign Language) because it is the
rehabilitation component in it. In this project themost common sign language used all over the world.
main focus will be critical communication usinglt is being used in most English speaking countries
sign language. ASL (American Sign Language) waall over the world including Canada, Kenya,
chosen because it is the most common sign languadalaysia, Singapore and others.

used all over the world. It is used in most of the Sian | . | d by th that

English speaking countries all over the world Ign language 1S a language used by those tha

including Canada, Kenya, Malaysia, Singapore arg® vocally dlsabled e|th_er partially or totallydan

others. cannot communicate using sound patterns from

speech hence commonly understood hand patterns

The focus of this study is on the interpretatiomnd gestures which form a language (Kosmidou et

of sign language symbols which are attained froml., 2009).

the electronic glove the subject is wearing. Sign

language recognition has been discussed by many

researchers (Lichtenauer et al., 2008; Joke Schuit,

2007).

These objectives were attained by the use of
SVD (Singular Value Decomposition) feature
extraction techniques and distance based
classifications.
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B e D = F G 2.1 Data Collection Using Data Glove
b k, :/f \ % e ) . . . I
L! = el xpal X =) The data is an electronic signal acquisition
[la J K L Q0 M N .
: 5 1w @ technology that measures signals from hand
)Ty & Lo @ - P gestures and movements using flexure sensor
g = c " located at strategic points of the hand/fingerse Th
' % = rellliey reasons this glove was chosen for this project are:

N [ [ N % User comfort is high, one size fits all and the
= L @ W & noise/crosstalk is low between fingers. Several
research experiments have been done in the area of
Figure 1: The American Sign Language Letters online signature verification using data glove, a

In all societies that have vocally disablecnumber of research have investigated and the
people a sign language is formed. Some societiegperimental results have been reported by the
have their very own forms of sign languaggesearchers (Sayeed, Andrews, Loo & Rosli, 2007;
communication. In most societies the deaf go t8ayeed, Kamel & Rosli, 2008; Kamel & Sayeed,
edpcaﬂona_l institutions \_/vhere a formal and mor 008; Sayeed, Kamel & Rosli, 2009; Sayeed,
universal sign language is taught. Some of the moge .
common sign languages taught are: ASL (America amraj, Besar & Hossen, 2010).

Sign Language), BSL (British Sign Language), JSEig. 3 and Fig. 4 show respectively the 5DT Data
(Japanese Sign Language), LSA (Argentine SigBlove with the location of the sensors (5DT-Fifth
Language), GSL (German Sign Language), LSBimension Technologies, 2013; 5DT glove series,
(French Sign Language) and KSL (Korean Sig2013).
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2. MATERIALSAND METHODOLGY
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Figure 2: Proposed Glove Based Communication System for Hearing and Speech Impaired Community
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Figure 5: Subject With Hand At BASE Position
(Applications Lab MMU Melaka)

This process was repeated for all the subjectd unti
all the required signals were collected. Analyzing
data which has been collected from the hand
movement while producing a specific sign using the
data glove system is the main working area of this
experiment. Every subject have to do each sign te
times while wearing the glove which will then rdsul

in ten feature matrices for each symbol. We have
randomly selected 10 symbols to be the part of this
experiment for which the signals were captured
from six subjects. This ten symbols resulted in

Figure 4: Sensor Mappings for 5DT Data Glove Ultra14  (10x6x10) = 600 feature matrices for all subjects.

Data signals were collected from six randon?-2 Feature Extraction
volunteer subjects. 10 symbols were chosen to be The purpose of feature extraction is to get the

tested in the project, these symbols were ; A FD, important features from the data signal because we
N, Number five(NO5) , O, R, S, Wand Y. Eachyyeeq 1o use these features to classify the datalsig
subject was to perform the sign language symbol fpijia|ly the data signal is a very large matril fof

each symbol 10 times. In total there were 100 dafgors and unnecessary data so extraction will be
signal files from all six subjects and hence 60tdaneeded to get the significant features which will

signal files. represent the entire matrix. The method of feature

The 5DT glove which has 14 sensors was use(é)_(tractlon chosen is SVD.

Each subject was to wear the 5 DT glove on histrigh A the feature matrices are having the same

hand and get into a seated position. Before apy,mper of columns, since the 14 columns represent
recording would take place a subject had to be N5 from 14 electrodes in the data glove. However,
very relaxed position (seated) with the glove hangle nymber of rows is varying from trail to trafich

rested flat on the table palm down, this is whas Wayqm supject to subject, because the time taken to

referred to as the BASE position while steadilygcorg each symbol sample by different subject in a
watching the signal movement in the glove manag@fterent pace. Feature extraction techniques are

software another person would wait fqr the signa§pp|ied on the feature matrices to reduce the
to be flat then he would start the recording. dimensions and noise and to make it easy for
When the recording process has begun m&assification. The average feature is calculatd f
subject would wait 3 seconds at the BASE positiofivery symbol and for every subject to represent a
then steadily raise his hand and perform the Sidiarticular symbol shown by a subject. Euclidean
language symbol and hold at that position for gistance between each features and the average
seconds then steadily go back to the BASE , at tHigature is calculated to get the intra-subjectaintr
point the recording would be stopped and the signdymbol distance, and the distance between the
would be saved. average features of any subject with the values of
the other subject features to get the inter-subject

e
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distance for a particular symbol. These distances a After computing the SVD calculation the

crafted on a graph to make it easier to differéatiadiagonal entries of S are equal to the singulanesl

between symbols and subjects in the results sectionf matrix M. In our case the matrix M is the origin
matrix containing the data signals.

221 Sngular Value Decomposition (Singular [U, S, V] = svd(M) produces a diagonal matrix
Value Decomposition, 2013; MathWorks, 2013; S of the same dimension as M, with nonnegative
Cheng-Ding et al., 2010): diagonal elements in decreasing order, and unitary

SVD is a powerful tool in linear algebra thatmatrices U and V.
is used for feature extraction. Many researcheveha ~ The SVD calculation extracts Eigen vectors
used SVD as a useful tool in several domains &fom the original matrix so the diagonal entriesSof
application (Francisco et al., 2011; Zhang et elgre considered to be the Eigen vectors is used to
2008; Yunus L. E., and A. Demirci, 200&heng, represent the features of the symbols . The setecti
Chien & Bernard (2010) have used it to condensef SVD values from the total SVD is done as the
the dimension and to reduce the effects dfrst4 largest values and is considered as thieifea

overlapping spectral information between noise and e e
signature features, singular value decomposition3 Feature Classification and I dentification
(SVD) approach was applied. There are several classifiers have been used in
) this research such as Euclidean Distance, Chebyshev
"The SVD for a complex matrix takes the formpistance, Mahalanobis Distance and Minikowski
shown below: distance for the classification and identificatioh
M =USV * (1) the sign language symbols.

Where U(m by m), and V(n by n) are orthogona?.3.1 Euclidean distance (Euclidean Distance, 2013,

matrices and S (m x n) is the diagonal matrix. Thiaved et al., 2007):

columns, ui and vi of U and V are the left and tigh

singular vectors respectively, and the diagonal "The Euclidean distance between the two

elements obi of S are called the singular values" afoints p and q is the length of the

mentioned in previous work by (Andrews, Sayeed &gment connecting them. In Cartesian coordinates,

Mastorakis, 2010). ifp=(py P2.... ;) andq=(g ..., ) are two
points in Euclidean n-space, then the distance

"Via the SVD, any matrix M can be written as the from pto g, or from q to p is given by:

sum of r =rank(M)

dPA={(p +Q)? +(@ —Po) +..eeH(G — P (4)

r
M :ZUi O, .\/iT (2) The position of a point in a Euclidean n-space is
i=1 a Euclidean vector. So,pandqgare Euclidean
Where (U, 0, 'ViT ) is the ith singular triplet of vectors, s.tarying from thg origin of the_ space, and
their tips indicate two points. The Euclidean norm,
or Euclidean length, or magnitude of a vector
measures the length of the vector:

matrix M. Forbenius norm of m x n matrix M of

Aofrankr
r

m n
1M |E = az=>y a2 (@
F: z& 12‘1 ! kz=:1 ) ||F’||:\/I021+I022+ --------- + P =APP (5
Where @ are the singular values of M.
The total energy in vector sequencey)(a
associated with matrix M as defined in definition A vector can be described as a directed line
1, is equal to the energy in the singular spectrum. segment from the origin of the Euclidean space
(vector tail), to a point in that space (vecton.tifi

The smallest nonzero singular valueve consider that its length is actually the diseanc
corresponds to the distance in Forbenius norm, ffbm its tail to its tip, it becomes clear that the
the matrix to the closest matrix of lower rank,sthi Euclidean norm of a vector is just a special cdse o
property makes SVD attractive for approximatiorEuclidean distance: the Euclidean distance between
and data reduction purposes. its tail and its tip."

where the last equation involves the dot product.
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The Euclidean distance betweeandq is just the This equals the limit of themetrics:
Euclidean length of this distance (or displacement)
vector:

DILR :

lim p. — qi j (10)

la-plE~y(@-p)-@-p) ©) w1

Which is equivalent to previous equation, and alsgenCe itis also known as the metric.

to: Mathematically, the Chebyshev distance is a

metric induced by the supremum norm or uniform
> > norm. It is an example of an injective metric.lrotw

lla-p H:|\/|| plI” +llall -2pa. (7) dimensions, i.e. plane geometry, if the pointand
have Cartesian coordinates,y;) and &,y), their
hebyshev distance is

In one dimension, the distance between tw
points on the real line is the absolute value @frth
numerical difference. Thus ¥fandy are two points _ ( _ _ )
on the real line, then the distance between them isDChess_ miax |X2 X1| ’| Ya y]J
computed as

(11)

Under this metric, a circle of radius which is the
[(v — N2 —Iv set of points with Chebyshev distancefrom a
(X y) _l X yl (8)  center point, is a square whose sides have théhleng

In our research, Euclidean distance calculatio%r and are parallel to the coordinate axes.

is used as a means of classifying both the symbolg3.3  Mahalanobis Distance  (Mahalanobis

In the case of symbols we calculate the Euclideapistance, 2013):

distance between a reference symbol and the trial "Mahalanobis distance is a distance measure

SVDs of all other symbols. introduced by P. C. Mahalanobis in 1936. It is blase
Furthermore, a number of researchers hav@" correlations b_etwep_n variables by WhiCh. différen

used Euclidean distance as the features dFALerns can be !dgnt|f|eq a_md_ analyzed. It isadlls

classification measurement in various applicatior’("ay of determining S|m|Iar|ty_ of an unknqwn

domains (Mingxin, Z., Z. Lu and J. Shen, 2008;sample set toaknown one. It differs from El_JcIndea

Navaz, K., and M. R. Rahiminejad, 2008; Pirkhezrid'Stance in that it takes into account the corietet

3

M.. M.E. Hossain and J. Hadian. 2010: Hui. L. aanf the data set and is scale-invariant. In otherdap
X ’Chen, 2011: Nadir, N. and B B S,amir’, 2011t is @ multivariate effect size." There are a nemb
Eahmi et al. 2(’)12)_ 'of research works carried out for the feature
' classification using Mahalanobis distance in vasiou
: . field of applications (Ramirez et al., 2010; Sulaaib
gg’é)_ Chebyshev Distance (Chebyshev Distance, g “A “and M. Habshah, 2010; Helmi, Z. M. S. and
: R. M. Zeen, 2011).

.IS a metric defined on a vector space Where’l’he Mahalanobis distance of a multivariate vector
the distance between two vectors is the greatest of

_ T

their differences along any coordinate dimension.if = (@1, T, T3, ..., TN) from a

is named after Pafnuty Chebyshev. group of values . with mean
_ I .

It is also known as chessboard distance, sinde _ /"1 #2 #a #~) and  _covariance

in the game of chess the minimum number of movd3alrix Sis defined as:

needed by a king to go from one square on a _ ——
chessboard to another equals the Chebyshelu (X) —\/(X_,U) ST(x-u) 12)
distance between the centers of the squares, if t hal bis dist . lized q
squares have side length one, as represented in 2- alanobis distance (or "generalized square

spatial coordinates with axes aligned to the eaddges Interpoint dlstance. fc_>r Its _squared value) caroals
the board. be defined as a d|SS|m_|'Iar|ty measure between two

The Chebyshev distance between twéa_ndom vecto_rs]::and y_of. the same distribution
with the covariance matri® :

vectors or points p and ¢, with standard coordmate
dxy)=Jx-9'S'(x-y) a3

p: and g, respectively, is
D (p,a)=max(|p - q| 9)
e ' ( o ) If the covariance matrix is the identity matrixeth
Mahalanobis distance reduces to the Euclidean

e
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distance. If the covariance matrix is diagonalntheto alongside the Euclidean distance to find
the resulting distance measure is called thdifference between symbols.
normalized Euclidean distance."

2.3.3  Minikowski distance (Minikowski distance,
2013):

The SVD of a chosen reference symbol A and
calculated the Euclidean distance between the
reference and the rest of the symbols.

"The Minkowski distance is a metric on )
Euclidean space which can be considered as a The distance of the_SVD values of every other
generalization of both the Euclidean distance anidials of symbol A with the SVD features of

the Manhattan distance. reference A is very small as compared to the
The Minkowski distance of ord@rbetween two distance between the reference and the other
P=(e1,25,.,2n) and Q = (yuos .. yn) € R POINES symbols and this shows that the use of SVD is

eminent in differentiating the signals by resultiag

is defined as: good classification distances.

: Vb
> %=y a4)
i=1
R T —— n ‘ : : — ——A
Minkowski distance is typically used withbeing 1 | .- 0
or 2. The latter is the Euclidean distance, while t | ,.
former is sometimes known as the Manhattal os 1<l e —

distance. In the limiting case pfreaching infinity | 04

we obtain the Chebyshev distance: 3 e o B > "
gi _fs/\w‘\.e— = /L}.’:_ s
(L p|P_ " PRt === e Sl
II(IEI;IO Z|XI - yl| = nl]:alx(|xl - yl |) (15) trial 1 trial 2 trial 3 trial 4 trial 5 trial 6 trial 7 trial 8 trial 9 trial Y
i=1 10
3. EXPERIMENTSAND RESULTS Figure 6 : Euclidean Distance Between Symbol A And

The All Other Symbols

In the context of our proposed glove based The graphical representation of Euclidean Distance

communication system, the SVD feature values getween symbol A and the all other symbols are
for all the symbols were calculated depicted in Fig. 6.

Table 1. Euclidean Distance Between Reference Symbol A And All Other Symbols

Symbol| Triall | Trial2 | Trial3| Trial4| Trial5 Trial6| Tal7 | Trial8 | Trial9 | Triall0

0.0541 0.0614 0.0920 0.0620 0.034 0.0463 0.0418®.0550 0.0694 0.2702

0.4801 0.3853 0.4417 0.4713 0.442 0.4513 0.453D.4507 0.4272 0.4244

0.0784 0.0771 0.0882 0.1022 0.07% 0.1005 0.1140.0974 0.0690 0.1158

~N| N 0o W

0.1573 0.2011 0.1537 0.2044 0.139 0.1116 0.0$59.0921 0.1297 0.1947

0.8500 0.8590 0.8656 0.867¢ 0.8592 0.85p4 0.8520.8508 0.8888 0.8485

0.2645 0.2169 0.1986 0.31664 0.2816 0.2788 0.2416.3211 0.2662 0.2998

0.5176 0.5078 0.4687 0.547¢ 0.5448 0.55y8 0.4748.4950 0.4480 04882

0.3446 0.1413 0.1302 0.0737 0.0699 0.0188 0.1136.0967 0.1000 0.0758

w

0.5109 0.5358 0.4529 0.4529 0.495 0.5410 0.4909.5054 0.4905 0.5084

z
<| Z| »w| ©| o]l o z| m| O| »
(8]

0.0959 0.1276 0.0743 0.108( 0.1277 0.102[!1 0.128D.1152 0.1362 0.1334

Then the average SVD for all trails of a given
symbols is calculated and this average has beérhe standard deviation is calculated for the
used as a reference. Several distance classifieEsiclidean distances and we get the average standard
were used. In this experiment, SVD has been usedkviation for different subjects. The ranges for
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standard deviations of Euclidean distance is alsbhe graphical representation of Chebyshev Distance
calculated. Between symbol A and the all other symbols are

illustrated in Fig. 7.
Table 2. Average Standard Deviation For Euclidean

Distance Values With A As A Reference Table 4. Average Sandard Deviation For Chebyshev
Distance Values With A As A Reference
Symbol | Standard Deviatior Symbol | Standard Deviation
A 0.06906 A 0.04998
D 0.02655 D 0.0509
E 0.01697 E 0.01291
N 0.04692 N 0.0459
NO5 0.01209 NO5 0.04977
o 0.04032 (0] 0.02678
R 0.03681 R 0.06039
S 0.08738 S 0.08584
W 0.02806 w 0.05112
Y 0.01947 Y 0.0182

In the next experiment, we used the chebycheyhe average standard deviation for chebychev
distance as the classifier and illustrated thelt®s gjstance is calculated and the results are shown in
in Table 3. the Table 4.

Table 3. Chebychev Distance Between Reference Symbol A And All Other Symbols

Triall | Trial2 | Trial3 Trial4 | Trial5| Trial6| Trial7| TMal8 | Trial9 | Triall0
A 0.0309 0.0505 0.0706 0.0543 0.024D 0.0340 0.03p8 0456. | 0.0533 0.1970
D 0.4707 0.3750 0.4300 0.4677 0.3344 0.3650 0.3550 3490. | 0.3670 0.3450
E 0.0779 0.0759 0.0843 0.0997 0.067D 0.0930 0.0966 0850. | 0.0680 0.1034
N 0.1445 0.1927 0.1489 0.1934 0.103p 0.0923 0.05p8 0840. | 0.1040 0.0945
NO5 | 0.8105 0.8420 0.8570 0.8230 0.745D 0.7345 0.73p4 784@. | 0.7490 0.7234
o) 0.2100 0.1944 0.1890 0.2790 0.198D 0.1990 0.20p1 2110. | 0.1993 0.2334
R 0.5072 0.4987 0.4350 0.5230 0.501D 0.4980 0.4390 3970. | 0.3890 0.3490
S 0.3300 0.1320 0.1234 0.0680 0.058D 0.0100 0.0980 7008] 0.0900 0.0670
w 0.5020 0.5234 0.4422 0.4532 0.345D 0.4320 0.3980 4340. | 0.3890 0.4390
Y 0.0959 0.1196 0.0689 0.1030 0.103p 0.0930 0.11B4 0940. | 0.1240 01270
- In the next experiment the distance vector used is
0 | ——n Mahalanobis distance. It is used in this experiment
07 . based on correlations between variables by which
06 £ different symbols patterns such as A, D, E, ND5,
LN ~_ - - R, S, W and can be identified and analyzed.
0.4 - A S —+—NO5
0.3 — (o}
BT == SO RN S
o L/ —‘_’\‘""“*#:"‘—_; w
trial 1 trial 2 trial 3 trial4 trial 5 trial 6 trial 7 trial 8 trial 9 trial %
10

Figure 7: Chebychev Distance Between With Symbols
With A As A Reference
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Table 5. Mahalanobis Distance Between Reference Symbol A And All Other Symbols

Symbol Triall Trial2 Trial3 Trial4 Trial5 Trialé Tal7 Trial8 Trial9 Triall0
A 0.0439 0.0549 0.0808 0.0571] 0.0309¢ 0.0411 0.0349 0.0503 0.0608 0.2654
D 0.4717 0.3762 0.4311 0.4614 0.4318 0.4408 0.4407 0.4409 0.4163 0.4129
E 0.0693 0.0654 0.0756 0.0911 0.0646 0.0848 0.10040.0852 0.0612 0.1008
N 0.1472 0.1939 0.1406 0.1955 0.128pD 0.0998 0.05820.0798 0.1223 0.1917

NO5 0.8167 0.8254 0.8322 0.833d 0.8246 0.8228 @.819 0.8186 0.8570 0.8141
O 0.2559 0.1998 0.1771 0.3066 0.26609 0.2648 0.22570.3038 0.2541 0.2882
R 0.5083 0.5041 0.4630 0.5418 0.536[7 0.55%2 0.46680.4857 0.4350 0.4827
S 0.3370 0.1334 0.1230 0.0621 0.0601 0.0152 0.10960.0834 0.0941 0.0671
W 0.5045 0.5333 0.4491 0.4587 0.489p 0.5368 0.47280.4851 0.5018 0.5020
Y 0.0829 0.1122 0.0637 0.0947 0.1156 0.0916 0.11P6 0.0941 0.1133 0.1138

Table 6. Average Standard Deviation For Mahalanobis
1 )

oo e s Distance Values With A As A Reference

0.8 / \y—_,__rf = —&-D rypT

07 it S Symbol | Standard Deviation

06 | = — A 0.05953

05 g N e —

——NO5 D 0.04569

o f.?'/"\‘n—-—ﬁ—-’"‘f o E 0.01229

02 e R N 0.0513

01 ey ::;:-;%'w e — NO5 0.06465
° W 0 0.04511

trial 1 trial 2 trial 3 trial 4 trial 5 trial 6 trial 7 trial 8 trial 9 trial ¥
10 R 0.07655
: — S 0.11108
Figure 8: Mahalanobis Distance Between Symbols With W 0.07153
Symbols A as a Reference Y 0.05212

~ The graphical representation of Mahalanobis In the next experiment, minkowski distance has
Distance Between symbol A and the all otheused as the distance vector and the results avensho
symbols are illustrated in Fig. 8. in the Table7.

The average standard deviation for mahalanobis

distance is calculated and the results are shown in
the Table 6

Table 7. Minkowski Distance Between Reference Symbol A And All Other Symbols

Symbol| Triall | Trial2| Trial3| Trial4| Trial5| Trial6| Tal7 | Trial8 | Trial9 | Triall0
A 0.0439 0.0549 0.0788 0.0571 0.030p 0.38D 0.0420 478.0] 0.0650 0.2340
D 0.4717 0.3910 0.4670 0.346( 0.3490  0.3740 0.3680 3580. | 0.3820 0.3610
E 0.0812 0.0798 0.0870 0.1014 0.0720  0.09%0 0.0989 0910. [ 0.0710 0.1045
N 0.1620 0.2010 0.1670 0.2314 0.121p  0.1040 0.0680 0940. | 0.1260 0.1030
NO5 0.8280 0.9100 0.9320 0.890( 07990  0.7830 0.77R0 7920. | 0.7840 0.7430
9 0.2900 0.2300 0.1980 0.340( 0.201p .02130 0.2089 2280. | 0.2400 0.2560
R 0.6230 0.5460 0.4890 0.578( 0.5460  0.5210 0.4780 4210. | 0.4010 0.3990
S 0.4300 0.1780 0.1670 0.123( 0.0780  0.0240 0.1000 0980. | 0.1450 0.0780
w 0.6230 0.6700 0.5600 0.572( 0.4500  0.5340 0.4670 4800. | 0.4780 0.5400
Y 0.1340 0.1560 0.780 0.1670 0.245D  0.1230 0.1450 340.1] 0.2100 0.2310
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Table 8. Average Standard Deviation For Minkowski
Distance Values With A As A Reference

Symbol Standard Deviation
A 0.06943
D 0.02668
E 0.01475
N 0.04819

NO5 0.01242
0 0.04263
R 0.03854
S 0.08742
w 0.02871
Y 0.01703

From the several experimentals, it has carried
out that for symbol A the Chebychev has the lowest
while Minowski has the highesr standard deviation.
Moreover, in case of symbol D Euclidean has the
lowest standard deviation while Chebyshev has the
highest. Apart from this, it has also found that in
case of sysmbol E Minowski has the lowest
standard deviation while mahalanobis has the
highesr standard deviation.

Moreover, from the experimental observations,
it has revealed that in case of symbol N Chebyshev
has the lowest standard deviation while
Mahalanobis has the highest. Aperantly, in case of
symbol number 5 Euclidean has the lowest standard

The average standard deviation for minkowskieviation while Mahalanobis has the highest.
distance is calculated and the results are shown in

the Table 8.
Table 9. Sandard Deviation Values For All Distance Classifiers
Symbol Euclidean Chebychev Mahalanobis Minowski
A 0.06906 0.04998 0.05953 0.06943
D 0.02655 0.05090 0.04569 0.02668
E 0.01697 0.01291 0.01229 0.01475
N 0.04692 0.04590 0.05130 0.04819
NO5 0.01209 0.04977 0.06465 0.01242
[e) 0.04032 0.02678 0.04511 0.04263
R 0.03681 0.06039 0.07655 0.03854
S 0.08738 0.08584 0.11108 0.08742
w 0.02806 0.05112 0.07153 0.02871
v 0.01947 0.01820 0.05212 0.01703
ol : e Furthermore, the experimental results
5ii | i demonstrated that in case symbol O Chebyshev has
the lowest standard deviation while Mahalanobis
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05 == . aN—
04 - .\.’,."

03 £

™\ 7 L"*-:-—;-e-_‘._a P S 4 =
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Figure 9: Minkowski Distance Between Symbols With
Sysmbol A As A Reference

has the highest and consequently, in the case of
symbol R Euclidean has the lowest standard
deviation while Mahalanobis has the highest.

Eventually, in case of symbol S Chebyshev has
the lowest standard deviation while Mahalanobis
has the highest and on the other hand, in the case
symbol W Euclidean has the lowest standard
deviation while Mahalanobis has the highest. Lastly
in case of symbol Y Chebychev distance has the
lowest standard deviation while Mahalanobis has

The graphical representation of minkowski distancg,, highest.

for all the symbols are shown in Fig. 9.

It is noticeable to all these experiments that

As an overall comparison, Table 9 shows thg,ere \as a clear boundary seen among the symbols

standard deviation values of all distance clagssifie

and subjects in the feature values. We also obderve

with respect to the sign language symbols. Thg ot some distance classifiers have higher standard

classifiers with lower standard deviation have Iesaeviation values

error and hence are more accurate.

than others. High standard
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deviation indicates that there was some error én th
data collection process.
(4]

It also indicates that a good classification was
not achieved which can be seen in the graph.
Chebyshev distance and Euclidean distance had tfg
lowest standard deviations and this leads us to the
conclusion that they are the better classifiers.

4. CONCLUSION (6]
In conclusion, it has revealed that the distance
based classification gives a clear separation amohd
the symbol classes which in turn helps the system t
interpret the sign language symbols. The intra
distance between a reference syni¥and the trail
symbols ofk, is small while the distance between
reference symbd and all other symbols features is
evidently larger and this shows that each symbsl h48]
its own unique features. The percentage of matching
we attained was 100% for symbol identification on
genuine to genuine cases. So this method can help
in the identification of symbols in the glove based
communication system. It is also seen thai9]
Chebyshev distance and Euclidean distance have
better performance than other distance classifiers.
The research made here was done to demonstrate
that there are differences between subjects’ featur
of sign language symbols and also to reveal that
different sign language symbols can be classifigdO]
and identified separately. This is to provide aidbas
on which a secure glove based communication
system can be created for hearing and speech
impaired community. Apart from this, the
applications of a glove based communication aldd1]
can be included in military applications, Robotic
control using gestures and sign language,
Rehabilitation engineering, patient and aged people
monitoring  systems, medical communicatiorf12]
applications, to domestic usage by the vocally
impaired.
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