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ABSTRACT

X-ray mammography is the most widely used moddiity screening breast cancer in the early stages.
Computer aided detection (CADe) systems intend eip madiologists in improving the detection rate.
However, the drawback of CADe systems is that ttesult in a high false positive rate (FPR). In this
paper, a new feature-fusion-based system is prdpfumseclassifying automatically detected masses in
mammogram as true masses or false positive casékislsystem, unilateral and bilateral informatien
fused using a multivariate statistical techniqubedacanonical correlation analysis (CCA). The msed
system is validated using a public database calledmammographic image analysis society (MIAS)
database. When compared to unilateral, bilateral eonventional-fusion based systems, the overall
classification performance of the proposed systenmhigher by a range of 8%-16%, 12%-16% and
14%-28% in terms of accuracy, area under curve (A& equal error rate (EER), respectively. Further
the reduction in FPR for the proposed system Isatt 39%, 35% and 33% at true positive rates (JBRs
60%, 65% and 70%, respectively.

Keywords. Biomedical Image Processing, Cancer Detection, Decision Support System, False Positive
Reduction, Mammography.

1. INTRODUCTION visualize cancer. As the density of the breastéss
increases, interpretation of mammograms becomes
Breast cancer is the primary cause of deattiifficult [2]. The fact that a mammogram is a 2-D
in women. To prevent morbidity and mortality dueprojection of the compressed breast causes some
to breast cancer, early detection and diagnodisiitations especially in dense cases. One of the
becomes necessary. A mammogram which is a lowmitations is that the superimposition of normal
dose X-ray image of the breast can depict thlereast tissue might simulate a suspicious lesion.
earliest sign of breast cancer even in asymptomafltis leads to unnecessary biopsies that cause
woman. While the goal of screening mammographghysical, emotional and financial discomfort to the
is to detect abnormal breast changes in womeratient. Biopsy is an invasive procedure which is
before any signs are noticeable, diagnosticonsidered to be the gold standard to determine
mammography aims in  evaluating thewhether a tumor is malignant. About 65-85% of
abnormalities,i.e., to determine the probability of biopsy operations are reported to be unnecessary.
malignancy. It has been shown that screeninghe other common problem is that abnormalities
mammography in particular can reduce breashight be obscured by the overlapping glandular
cancer mortality rates [1]. tissue. Missed malignancies result in a delayed
treatment and severe implications including loss of

In mammography, the absorption of the X'Iife. It has been reported that radiologists fail t

rays and hence the image formation depends Hdtect 10-30% of cancers. Early and subtle cancers

genzlg'W?]Eteeasgncrigﬁﬁoa::m?dﬁgﬁgjigt'{e'{istshu duld add to the problem. So also are factors that
PPe: : 9 i Y include fatigue and oversight of the radiologi€k [
that is radiolucent and appears dark gray-to-blaio]

on mammograms provides a good background
R
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A computer aided detection/diagnosticfalse positive reduction in the computer aided
system (CAD) can be used to aid radiologists idetection of masses.
interpreting mammograms. Many studies show that .
e s of a CAD systen a5 a secondreaderhas g 1215 FeSSeners v aoaressed e
potential to improve the accuracy of breast canc vsis. This inf)/olves direct charactgrization of
detection and diagnosis. Computer aided detecti alygls. £1 hich Id be heloful i
(CADe) systems determine suspicious regions. IS in terms of features which would be helpful in
called regions of interest (ROIs) in the breas istinguishing a false positive from a true positiv

images. However, due 10 the complex natwre dff, © G808 SE P\ BTG CENCS O
mammograms, CADe systems suffer from a hig 9 9 P

number of false positives. False positives ar\é\/iolely employed. Khuzi et al. [9] proposed the use
i f gray level co-occurrence matrix (GLCM)-based

normal regions misinterpreted as suspicious ROIS. L
-~ féxture features to distinguish masses from false
The second stage of a CADe system following " . .
ositives. Llado et al. [10] employed local binary

detection of suspicious regions is false positiv

reduction. This is achieved by classifying th atterns (L.BP).tO represent the texture of ROIs for
detected ROIs as normal tissue or abnormaii€’ classification. Masotti et al. [6] suggesthe

Computer aided diagnostic systems (CADX se of gray-scale invariant ranklet texture feature

systems classify the abnormal regions as benign r%o'{a\ ;2':: Eioz'tt';f [rff]uztézg :,: o?eﬁmiclgoincacl)ff:a:?uﬁts
malignant [3], [5]. y : p g

for elimination of false positives. Tourassi et al.
Radiologists usually search for visual[12] employed a template matching technique with

indicators on a mammogram for detection andhutual information as the similarity metric for sel

diagnosis of breast cancer. A mass is an importapbsitive reduction.

and the most common indicator of breast cancer.

. Bilateral image analysis has also been
Masses appear as dense regions on mammograms. " .
. - . . eXplored by researchers for false positive reduactio
High false positive rate (FPR) is especially

problem in the detection of breast masses, duea{he idea behind bilateral analysis is that an ROI

e simiarty betveen normal  parenchymaliich, = 1ol SyTmetic wih fespect to_ s
structures and masses [6]. P P y '

Bovis et al. [13] extracted GLCM features from
While analyzing mammograms, bilateral difference images for ROI classification.
radiologists normally rely on multiple sources ofWu et al. [8] developed a CADe system in an
information to improve the detection and diagnostiattempt to exploit the advantages of unilateral
performance. A common practice of the radiologistanalysis and bilateral analysis for false positive
is to not only analyze the mammogram undereduction. Here, unilateral and bilateral (GLCM
consideration but also do a combined analysis oéxture and morphological) features are used to
the image and its contralateral counterpart ttrain two different classifiers. The resulting
evaluate abnormalities. The former involving aunilateral and bilateral scores respectively, are
single image is called unilateral analysis and thieised at the decision level to obtain a final score
latter that involves the right and left mammogramvhich decides whether the suspicious ROIs are
pair (bilateral mammograms) is called bilateramasses or false positives.
analysis. An increased density observed in

unilateral analysis usually increases the suspicic% o featllj\lrzrsm:(lzlryc’)sfseatLuéenigzlglri]ticlessetfc]:eggviovr\fnht?ige q
that the ROI is abnormal, though the region ca

also be a normal dense tissue. However as tALE correlated. Decision fusion can be useful &f th
parenchymal distribution in the right and Ieftmocr;:n;s:;%r;]tparrov'?ﬁdntgutrhee dI;ﬁ()ev(/Zr\]/te:nOSvﬁleunestlhse
breasts are usually symmetric for normal caseSOMP y | '

: S S odalities to be combined provide a mixture of
asymmetric densities are an indicative o .

. correlated and uncorrelated features, it cannot be
abnormality [7], [8].

concluded as to which of these two techniques is
In developing a CADe system for breasbetter [14]. Recently, canonical correlation anialys
cancer detection, combining unilateral and bildterd CCA) [15] which is a multivariate statistical
information would serve to mimic the radiologist'stechnique is finding increased use in determining
practice of combining these two informationassociations among features for pattern recognition
sources for assessing mammograms. This work

focuses on developing a new fusion algorithm fo{usion iIn this work, CCA followed by feature

s employed to combine the unilateral and
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bilateral features so as to improve the classificat features are a representative of the characteristic
performance in false positive reduction. The rdst dhe suspicious ROIs, which will serve to distinduis
the paper is organized as follows; in section 2, ttbetween false positives and true positives, the
proposed method is discussed. Section 3 presentasses.

the results and discussion. Finally, section 4

concludes the work. First the mammogram to be analyzed is
2 PROPOSED METHOD sgbject_ed to a series of_ pre-_pr0<_:essing_ steps. Two-
dimensional (2D) median filtering using a 3x3
In this work, the mammographic imagemask is first applied on the images for removing
analysis society (MIAS) database is used [16]. Thgoise. This is followed by contrast limited adaptiv
dataset used to validate the proposed algorithRistogram equalization (CLAHE) for image
consists of a total of 86 ROIs automaticallyjenhancement [17]. Prior to segmentation for
segmented from different mammogram imagegetection of masses, radio-opaque artifacts such as
from the MIAS database, where 45 ROIls arg¢apels have to be removed from the mammogram.
normal cases, i.e., false positives and 41 ROIls amis is mainly due to their high intensity on the
masses, i.e., true positives. The block diagram @hammogram which will affect the segmentation
the proposed system is illustrated in Figure 1. process. For removing the labels, g|oba|
thresholding is performed. Following this,

Mammograrr Contralateral Mammoara . - .

morphological opening is performed on the

. S resulting binary image using the area of the larges

Pre-processing Registration object. Then the breast profile is separated frioen t

v v background by performing a series of

Label and pectoral Pre-processing morphological operations. These morphological
Ba&;ﬁgbenge;“e%‘;gﬁon steps serve to refine the border between the breast
and the background and also to remove any

v A 4 possible holes in the binary image. Refinement of
Segmentation to detec Determination of the breast boundary removes isolated pixels and
susbiciousROls symmetric ROIs noise near the boundary. After background
v v separation, the pectoral muscle is removed from the

Feature extraction Featureextraction mammogram as it is also a high density structure.
For pectoral muscle, seeded region growing

v ¢ technique is applied [18].
Feature subtraction

Following these steps, an adaptive

¢ thresholding algorithm based on multi-resolution

PCA PCA analysis is employed to perform segmentation. The

method employs a two-level wavelet transform

Unilateral Bilateral (Daubechies DB10) for analyzing the image at

feature ¥ ¥ features different resolutions. A combination of histogram-
CCA based global thresholding and adaptive local

v ¥ thresholding is applied on the multi-resolution

images to detect the suspicious regions [19].
Feature fusion

v Figure 2(a) shows a mammogram image
SVM (mdb013) from the MIAS database in which the
mass is encircled. The segmented output is shown
v in Figure 2(b) in which the ROI corresponding to
Normal/Mas the mass has been enclosed by a circle and that
Figure 1 Block Diagram Of The Proposed System corresponding to false positi_ve is enclosed by a
rectangle. A total of 14 Haralick's texture featre
2.1 Unilateral Analysis [20] computed from GLCM are then extracted from

In unilateral analysis, information is the suspicious ROIs of the mammogram being

derived only from the mammogram underanalyzed. These features represent the unilateral
consideration. Here, features are extracted fromatures.

suspicious ROIs of unilateral images. These
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mammogram is subjected to median filtering for
noise removal and CLAHE for enhancement. To

obtain bilateral features, the 14 Haralick's tegtur
[*] features are first extracted from symmetric ROIs in

C] the contralateral mammogram. Following this,
difference between these features and the
corresponding unilateral features is determined.
Figure 2 (A) A Sample Mammogram (Mdb013) From These difference features represent the bilateral
MIAS Database (B) Segmented Output features.

2.2 Bilateral Analysis

Bilateral features are those derived from
both the mammogram under consideration and ii
contralateral counterpart. The idea behind bilater:
analysis is that if an ROl is a false positive, the
contralateral ROl will have same characteristics @
the former due to natural symmetry of the two
breasts. Instead, if the ROl is a mass, then tivdre
be a large deviation between the contralateral ROls
In the bilateral analysis, features are extractethf 2.2 CCA-Based Feature Fusion
the contralateral ROl also and following this, For combining information from the
difference features are obtained. Thus the bilateranilateral features and bilateral features, priacip
features which are computed by finding thecomponent analysis (PCA) is first employed on the
difference between the features of ROIs of the twtwo feature sets individually. PCA is effective in
mammograms is useful for classifying the giverremoving noise and redundancy in the data and has
ROI. been wused in many applications including

mammogram analysis for dimensionality reduction

The most important and non-trivial step in[24]. Following this, CCA is applied on the two
bilateral analysis is registration of the mammograrflatasets. CCA is a rotation transformation, which
being analyzed with the contralateral mammogranyvhen applied to two multivariate sets maximizes
This is performed to compensate for the spatiéhe cor_relatlon .between them and thus makes them
variations in bilateral mammograms and hencgore informative when they are fused at the
necessary for comparing corresponding points dgature-level.
the_ Igft arld right breasts. _Possible. sources .of CCA seeks optimal directiond; and U,
variations in the two breasts include differenaes irespectively, in which two multivariate datasats
positioning of the breasts and the amount ofg x, are maximally correlated. To determine

pressure applied to them during image acquisitioghese directions, CCA solves the maximization
[21]. In this work, the mammogram image to beproblem in Equation (1).

analyzed is the reference image and the

Figure 3 (A) Contralateral Mammogram (Mdb014)
(B) Registered Contralateral Mammogram

contralateral mammogram which is the targetmax{ corr[v,, Y]} = max U R12Us (1)
image is registered to the former. For performingUs.Uz vz U1, Uz /ulTRuu1 /UZTRZZUZ

registration, three corresponding control points ar
identified on the bilateral mammograms [22]. Thesghere Y, and Y, are the transformed canonical

include the nipple point and two corner poinis aiates. R, and R, are the autocorrelation

between the chest wall and the breast bounda%atrices ofX, and X,, respectively andRy, is the

Using these control points, the optimal aﬁ‘lnecroSs correlation matrix ofR;, Ry). Equation (1)

transformation which determines the best mapping

between the bilateral mammograms is determined" be for’.““"?“ed as a La_granglan opym|zat|on
[23] problem which in turn is specified in Equation (2).

T
In Figure 3(a), the contralateral T Uz Ri2Us
mammogram (mdb014) corresponding to the
mammogram in Figure 2(a) is shown. Figure 3(b)
shows the registered contralateral mammogram. UTR, Uy = UIR,,U,=1 )

Following registration, the contralateral | . ) ,
which results in the Lagrangian equation,

subject to

e
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L(Uy, Uy, a,B) = UFR, U, — Z(UlTRllU1 -1) - Table 1: Comparison Of Accuracy, AUC And EER Of
P 2 Various Systems

S (W2 RyU, — 1) 3)
T _ _ System AC‘(:(;:)&CV AUC | EER
_ Solving Equation (3) yields the optimal -7y 67.53 | 0.6726 0.3333
canonical projectionsU; and U,. The CCA -
. Bilateral 65.15 0.6726 0.400D
transformed feature sets are then subjected to
Feature Fusion 67.53 0.69680.3556

feature fusion. Feature fusion is performed usin
the concatenation strategy which is widely AND 63.95 0.6982 0.3556
employed [15]. The fused feature vector is them pocision |-OR 68.60 | 0.7004 0.3333
used to train a support vector machine (SVM) with gysion | -Near
radial basis function (RBF) kernel for false posti weighted
reduction. SVM classifier with RBF kernel has sum rule
been shown to be effective for breast cancerﬁj(;'g‘r']based feature o | 07817 | 02850
diagnosis [25]. A nested two-level, 10-fold cross (Proposed) ' ' '
validation strategy is used for model selection ané
performance evaluation.

66.28 0.6947 0.3333

For further analysis, the unilateral system,

3. RESULTSAND DISCUSSION bilateral systemOR decision fusion (best among
conventional fusion schemes) and the proposed
The performance of the proposed system isystem are considered. The receiver operating
compared with the unilateral system, bilateratharacteristic (ROC) plots of these systems are
system and feature fusion without CCApresented in Figure 4. It can be observed that the
(concatenation of raw features). Further, th&OC plot of the proposed system is more close to
proposed scheme is also compared with populiteal than the rest of the systems.
decision fusion schemes. These include two hard

decision strategies, i.e., t@R fusion and théAND

fusion and a soft decision fusion scheme called the
linear weighted sum rule [14]. The weights used in
the linear weighted sum fusion are determined
using the validation accuracy weighting scheme
[26]. For all these systems, PCA is used for
reducing the dimensions of the raw features. The
optimum number of dimensions retained in all the
systems is determined in the model selection phase.

e sS4

o
oo
T

o
D
T

<
£

—=— Unilateral system
—— Bilateral system
—*— OR fusion

—*— CCA-hased feature fusion (Propose

True positive rate (Sensitivity)

o
D)

In Table 1, the accuracy, area under curve
(AUC) and equal error rate (EER) of various
systems have been compared. It is observed from ‘ ‘ ‘
Table 1 that proposed scheme outperforms all the 0 0.2 0.4 0.6 0.8 1
other schemes in terms of all the three performance False positie rate (1-specifcity)
measures. The improvement achieved by the
proposed system in terms of accuracy, AUC andrigure4 Comparison Of ROC Plots Of Various Systems
EER when compared to the unilateral system is
10%, 16% and 14% respectively. It can also be The merit of the proposed system in terms
observed that the proposed system outperforms théfalse positive reduction which is the focus st
bilateral system by 14%, 16% and 28% in terms dgdaper is illustrated in Table 2. Herein, the FPRs o
these parameters. Among the conventional fusiorrious systems at true positive rates (TPR) of 60%
schemes for combining unilateral and bilatera5% and 70% are compared. It can be observed that
information, theOR logic based decision fusion the FPR for the proposed system is the least aéthe
performs the best. The performance gain achieveld®Rs. The reduction in FPRs achieved by the
by the proposed system when compared to thigoposed system at 65%, 70% and 75% TPRs is at
system is 8% in accuracy, 11% in AUC and 14% ifeast 39%, 35% and 33%, respectively when
EER. compared to the unilateral system, bilateral system

andOR decision fusion.

[=n
=

e
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Table 2: Comparison Of Fprs At Tprs Of 60%, 65% And

proposal employs CCA to determine directions in

70% which the two feature sets are maximally
System FPR (%) correlated. The CCA-transformed features benefit
TPR=60%| TPR=65% TPR=70% from feature fusion as they are maximally
Unilateral 31 33 35 cprre_lat.ed.. The proposed scheme yields highly
discriminative features and demonstrates an
Bilateral 37 46 48 improved  classification  performance  when
compared to unilateral, bilateral and conventional-
Best fusion based systems. The proposed system vyields
?lfsr;(‘)’ﬁ”(gg)‘a' 28 31 33 an FPR of 17%, 20% and 22% at TPRs of 60%,
CCA-based 65% and 70%, respectiyely. Th_e corresponding
feature FPRs for the best conventional-fusion based system
fusion 17 20 22 are much higher and equal to 28%, 31% and 33%,
(Proposed) respectively. The proposed system for false pasitiv

Though reduction of false positives is th
primary focus of this paper, reduction of th
misclassification of masses as normal regions

e
e

reduction can serve as a second pair of eyes and
assist radiologists by improving their capability i
analyzing breast cancer.

is

equally important so as to avoid delayed diagnosBEFERENCES:
and treatment. This can be measured as a reducti¢hl J. Tang, R.M. Rangayyan, J. Xu, I. El Nagd an

in the false negative rate (FNR) or equivalently
increase in TPR. In Table 3, the TPRs of various
systems are compared for different FPRs, i.e., 10%,

15% and 20%.

Table 3: Comparison of TPRs at FPRs of 10%, 15% and

20%
TPR (%)
Syst
ystem FPR=10%| FPR=159 FPR=20%
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Bilateral 21 29 36
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3. CONCLUSION
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