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ABSTRACT

Wireless sensor networks (WSNs) have gained intrgasportance in a variety of military and civitia
applications. The most important issue faced inndleless sensor networks is its energy consumption
Innovative techniques that improve energy efficieta prolong the network lifetime are highly recdr
Clustering is an effective topology control appfiodn wireless sensor networks, which can increase
network scalability and lifetime. In this paper, weopose a novel energy efficient clustering apphoa
(E2C) for single-hop wireless sensor networks, Whietter suits the periodical data gathering appbos.
E2C is a clustering technique in which the netwigsrpartitioned into a group of cluster regions waithe
cluster head in each cluster region.E2C uses a mewhod of election of cluster heads and clusters
formation. The finest value of competition rangedurces a good distribution of cluster heads. Futithe
the cluster formation phase, plain nodes join elsstnot only taking into account its intra-cluster
communication cost, but also considering clusteidsecost of communication to the BS. Simulation
results show that E2C prolongs the network lifetisignificantly against the other clustering protisco
such as LEACH, HEED and EECS.

Keywords: Wireless Sensor Networks, Cluster Region, Cluster heads, Energy Efficiency

1. INTRODUCTION is well known that the energy consumed for
transferring one bit of data can be used to perfarm
Recent advances in communication technologiarge number of arithmetic operations in a sensor
have led to the development of intelligentprocessor. When the base station is far away, there
lightweight, low cost sensor nodes thatre significant advantages in using local data
cooperatively collect data from the place ofggregation instead of direct communication. Thus,
deployment. A WSN consists of a large number afode clustering, which aggregates nodes into
sensor nodes, which are densely deployed over groups (clusters), is critical to facilitating ptaeal
unattended area either close to or inside the targeleployment and operation of WSNSs.
to be observed. These sensor nodes periodically

monitor or sense the conditions of the targets In this paper, we argue that a node clustering

process the data, and transmit the sensed data bgglytlon can achleve this ObJeCt'Ve'. We propose a
SCalable, distributed, and energy-efficient cluatgr

:g thr? ;s&etost]?c)t;%n. aAll:oor; r;hueniigt?sgr r? :tsv%ikgrfgl;ﬁgorithm, Energy-efficient Clustering (E2C). E2C

- : . . .~ determines suitable cluster sizes considering their
providing reliable networking service. The groupin jstances to the sink. By tuning the probabilitgltth
among sensor nodes is very important in WSNs f '

. a node becomes a CH, E2C effectively controls
data collected from multiple sensor nodes can offer . . X
A : Cluster sizes, which allows an approximately
valuable inference about the environment and thé_.
. . niform use of the overall energy resources of a
collaboration among sensor nodes can provide tra . . )
SN. This protocol targets at low signaling

- offs between communication cost an
. overhead and an overall low level of energy
computation energy. .
consumption.
Since it is likely that the data acquired from one The remainder of this paper is oraanized as
sensor node are highly correlated with the datan fro pap 9

its neighbors, data aggregation can reduce tli lljlg:g?i.n Sec:grcl)cglsre\gee\évt?onsoge dr;:(;srtibéilaﬁi
redundant information transmitted in the netwotk. | 9P '
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assumptions and our network model. Section dommunication in WSNs based on self -

exhibits the details of E2C and Section 5 evaluatesganization methods. Mobility is also supported by

the performance of E2C via simulations andEACH, whereas new nodes have to be

compares E2C with some other cluster protocolsynchronized to the current round. Node failures

Finally, Section 6 concludes the paper and gives timay lead to less cluster heads to be elected than

directions of future work. desired because the predefined P is a percentage of
the total number of sensor nodes.

2 RELATED WORK Considering a single round of LEACH, a
stochastic cluster - head selection will not

Energy-efficient clustering algorithms  for automatically lead to minimum energy consumption
wireless sensor networks have been widelguring the steady phase for data transfer of angive
addressed in literature. Heinzelman (2000), et atet of sensor nodes. For example, some of the
presented the LEACH (Low Energy Adaptivecluster heads can be located near the edges of the
Clustering Hierarchy) protocol for WSNs of clusternetwork or some adjacent nodes can become cluster
based architecture, which is a widely known anf€ads. In these cases, some sensor nodes are furthe
elegant clustering algorithm, by selecting the CHaway from a cluster head. However, considering
in rounds. LEACH is a popular energy efficienttwo or more rounds, a selection of favorable cluste
adaptive clustering algorithm that forms noddeads at the current round can result in an
clusters based on the received signal strength aHafavorable cluster - heads selection in the later
uses these local cluster heads as routers to tiind. Regarding energy consumption, a
SINK. Since data transfer to the base statiofeterministic cluster - head selection algorithm ca
consumes more energy, all the sensor nodes witHitperform a stochastic algorithm. The modification
a cluster take turns with the transmission by igat ©Of the threshold equation by the remaining energy
the cluster heads. This leads to balanced enerf}y bring up another problem. Since the remaining
consumption of all nodes, and hence a longélodes have a low energy level after a number of
lifetime of the network. A predefined value, P (thdounds, the cluster - head threshold will beconee to
desired percentage of cluster heads in the networkW. Some cluster heads will not have enough
is set before starting this algorithm. LEACH worksenergy to transmit data to the base station.

in several rounds where each round has two p_hases—,rhe network cannot work well although there are
the setup phase and the steady phase. During ©f nodes available with enough energy to perform
setup phase, each node decides whether or notyfg; task. The threshold equation can be modified
become a cluster head. Each node chooseSpginer by including a factor that increases the
random number p between 0 and 1, which is th@reshold for any node that has not been a cluster
probability to elect itself as a cluster head.Het hoaq for a certain number of rounds. The chance of

probability p is less than a threshold T(n) for@ad s node becoming a cluster head increases because
, hode n will become a cluster head for the curregf ine higher threshold.

round r . This T(n) is calculated as follows:
Another popular energy - efficient node

clustering algorithm is the hybrid, energy -
P efficient, and distributed (HEED) clustering
T(n) =

1_p i fn€G approach for ad hoc sensor networks. This was
— P * (rmod -) . . ) .
P proposed with four primary goals: (1) prolonging
L network lifetime by distributing energy
0, Otherwise consumption, (2) terminating the clustering process
within a constant number of iterations, (3)
During the steady phase, the sensor nodes Cainimizing control overhead (to be linear in the
begin sensing and transmitting data to the clust@imber of nodes), and (4) producing well -
heads. The cluster heads also aggregate data frgmtributed cluster heads and compact clusters.
the sensor nodes in their cluster and send ddteto HEED periodically selects cluster heads based on a
base station. After a certain period of time sgent hybrid of two clustering parameters: The primary
the steady phase, the network goes into anothgirameter is the residual energy of each sens@ nod
round of selecting the cluster heads. The duraifon and the Secondary parameter is the intracluster
the steady phase is longer than the duration of tR@mmunication cost as a function of neighbor
setup phase in order to minimize the overheagyoximity or cluster density. The primary parameter
LEACH provides an optimized behavior forjs used to probabilistically select an initial st
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cluster heads while the secondary parameter is usaetworks by periodically sending and receiving
for breaking ties. messages. The HEED clustering improves network
lifetime over LEACH clustering because LEACH

requires several rounds. Every round is long enou .ndomly ;elects cluster heads (and hence cluster
to receive messages frbm any neighbor within tr%'zes)’ Whlch may result in faster deqth of some
cluster range. As in LEACH, an initial percentageﬁOdes' Thg final cluster heads selected in HEED are
of cluster heads in the netwo’rk,,gg is predefined well d|sFr|byted across .th.e network and - the
. o, > T .-~ communication cost is minimized.

The parameter &, is only used to limit the initial

cluster — head announcements and has no directAnother popular Energy Efficient Clustering
impact on the final cluster structure. In HEED,eaclkcheme (EECS). Ye et al. proposed EECS, a
sensor node sets the probability folof becoming distributed, energy efficient and load balanced

The clustering process at each sensor no

a cluster head as follows clustering algorithm which helps in periodical data
E_ . gathering applications of WSN. This algorithm

CHyprop = Cprop * —residual elects the cluster head from the sensor nodes svho i

Emax having more residual energy through local radio

communication while achieving well cluster head
distribution. During the CH election, some
where E residual is the estimated current residuehndidate nodes are elected, and they compete

energy in this sensor node and E max is th®mong themselves to become a cluster head. EECS
maximum energy (corresponding to a fully chargedlgorithm is based upon the features of most
battery), which is typically identical for popular clustering algorithm LEACH. This
homogeneous sensor nodes. Theg,galue must algorithm uses single hop communication between
be greater than a minimum threshold p min . Ahe CH and base station. At the time of cluster
cluster head is either a tentative cluster - héhis, formation the BS broadcasts a “hello” message to
CHpron is < 1, or a final cluster - head , if its Gkl all the nodes at a certain power level. After
has reached 1. During each round of HEED, evergceiving the “hello” message the nodes can
sensor node that never heard from a cluster headmpute the approximate distance to the BS based
elects itself to become a cluster head witln the received signal strength.
probability CH,p, The newly selected cluster heads
are added to the current set of cluster heads. If
sensor node is selected to become a cluster head;

broadcasts an announcement message as a tent L .
g AD MSG to all the nodes present within radio

cluster - head or a final cluster - head . A sens :
nge Rcompete. Each candidate node always

node hearing the cluster - head list selects tﬁ% ks f I i h havi
cluster head with the lowest cost from this set of 'cckS for aftternalives who are  having more

cluster heads. Every node then doubles its,&H residual energy than i_tself. ane .it finds more
and goes to the next step. If a node completes thwerful node than itself, it quits from the

. ; L tition without receiving any subsequent
HEED execution without electing itself to become ompe g any que
cluster head or joining a cluster, it announcealfits OMPETE HEAD MSG. Otherwise the node will

as a final cluster - head . A tentative clusteeady P€ €lected as cluster head. In the cluster formatio
node can become a regular node at a later iterati aée each HEI,']AD no;je blfoa:ﬁafﬁs th? .HEADdAD
if it hears from a lower cost cluster head. Notat th > across _the network. € plain nodes
a node can be selected as a cluster head 'gt€'Ve the HEAD AD MSG and dpude whether to
consecutive clustering intervals if it has highe oin that head or not based on distance parameter.

residual energy with lower cost. Since a WSN i ach node selects the CH, which requires minimum

assumed to be a stationary network, where nodes ggnmunication according to the received signal
not die unexpectedly, the neighbor set of every" €"gth

node does not change very frequently. The overhead complexity across the network is

Here HEED does not need to do neighboP(n)’ where n is the number of nodes. There is at
discovery very often. In addition, distribution of MOSt One cluster head in every,Reradio range.

energy consumption of HEED extends the lifetim ErC]:CSe thed cluster he.:?lds a&g thst:!butedf elqui-llly.
of all the nodes in the network, thus sustainin produces a uniform distribution o cluster

stabilty of the neighbor set. Nodes als eads across the network through localized

automatically update their neighbor sets in mumhocpmmu_mcatlon with @ Sl'gh.t overh.ead. The
simulation results of this clustering algorithm aiso

In cluster head election phase, a node becomes a
NDIDATE node with a probability T. After
oming a candidate, it broadcasts a COMPETE

e
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that in this algorithm network lifetime increases b  The radio model that is used is the same adopted
35% compared to LEACH. This algorithm usesn LEACH as shown in Figure 1. By using this
local radio communication for CH selection basedpproach, we assumed the energy loss’afue to

on residual energy. channel transmission. The node dissipates the
energy for the radio transmission of a message of k
bits over a distance d is due to running both the
transmitter circuitry and the transmitter amplifies
Ogiyiven by:

3. NETWORK MODEL

We consider the network model of hundreds
sensor nodes distributed in a large area. For
simplifications, it is considered a WSN system in
which the data being sensed by sensor nodes isg. (k, d) = {
transmitted to a base station, and there is onb/ on
base station with sufficient energy near part & th
sensor nodes. Because sensor nodes first transmit
;E?fiergn %é;tg tf?jsggi Cl:r|1-|sa dji(:ic;[::e Sce:rsjregz(égsngdg%hgre E.e_ is the transmitter circuitry dissipation
desired to be desigﬁed as chea,lp and high energg—r bit, WhICh 'S ;uppqseq 10 .be. eq_ual o th_e
efficient as possible, it is assumed that all sens rrespo_ndlng receiver circuitry dllss.|pat.|on per t.)'
nodes and the BS use symmetric radio channel wi nd Epis the transmit amplifier dissipation per bit

. . r square meter. Depending on the transmission
the same transmission range in the network. Th

are distributed randomly and densely, and the*g(sjti?]ncceh;)norfgl ;ngérI:Zeruasceed and the mult-path
energy is constrained. 9 '

k*Ege+ k*e€ped?, d <d,
k* Ege + k * €ypd®, d = d,

The network architecture considered is th?or&tra'elarrlg(’:;g% (i? e(r)?yag( nggl,? 'Srﬁlepsastsg eb)ilsa Sgget o
following:

running the receiver circuitry is given by
. A fixed base station is located away from

the sensor field.

ERx(k) = Eele * k

. The sensor nodes are energy constrained
with uniform initial energy allocation. Additionally, data aggregation is adopted to save
. energy. It is assumed that the sensed informasion i
. Each node senses the environment at

i hly correlated, thus the cluster head can always

Z?Q?O;ate and always has data to send to the bag gregate the data of its members into a single
' length-fixed packet. And this operation also
. The sensor nodes are assumed to ®nsumes energy  fdnJ/bit/signal). The energy
immobile. required to transmit a message from a source node

to a destination node is equal to the energy reduir
%o transmit the same message from the destination
MBde back to the source node for a given SNR.

. The network is homogeneous, and all th
nodes are equivalent, i.e., they have the sa
computing and communication capacity.

. . . Finally, it is assumed that the communication

- The f?etWO”‘ IS Io<_:at|on unaware, 1.€., theEnvironment is both contention and error free. Thus
physical location of nodes is not known in advancethere is no need for retransmission. Finally, IEEE

. The transmitter can adjust its amplifier802.11 is the wireless communication standard used
power based on the transmission distance. in the simulation tests performed. Generally, the
selection of this standard enables the high rate
transmission over long distances.

Tx Rx
4. PROPOSED ENERGY EFFICIENT
CLUSTERING
kbits | K'Eete K*€myel® K*Eee  |kbits n thi i i JE
n this section, we explain our proposed Energy
—> Tx T E&m ' Efficient Clustering (E2C). E2C is a clustering
Blectio | | Amp nics technique, where the network is partitioned into a
. . set of clusters with one cluster head in each etust
Figure 1: Radio model In our clustering technique, the Cluster Head
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directly communicate with the Base Station. In the

network deployment phase, the BS broadcasts a [ START ]

“hello” message to all the nodes at a certain power v

level. By this way each node can compute its | Sensor Nodes comoute the Probak |
approximate distance to the BS based on the v

received signal strength. It helps nodes to sélect Node chooses the random number betwi@d)

proper power level when communicating with the
BS. In our proposed E2C technique, there are three
phases Cluster head election phase, Cluster
formation phase and Data transmission phase. In the
cluster head election phase, well distributed elust

heads are elected with a little control overhead. |

the cluster formation phase, the selected cluster
head forms a group. In the data transmission phase,

Node elect as
a Cluster
Member(CM

Is random

number <
Prahahilit

Yes
Node elect as a Cluster Head Nom (CHN)

CH aggregates the data from the cluster members v
and send it to the Base station. CHNSs broadcasts the CH ADV packet and it's residual energy
4.1 Cluster Head(CH) Election v
In the CH election phase, the network is CHNs monitors CH ADS{h%a:cléatNasnd its residual energy fronf
partitioned into a set of Cluster Regions (CR). v
Is Res.E of CHN elect as a
[~ CHN < Res.E Cluster
o nf athe CHNIC Member (CM)

BS

CHN elect as a Cluster He (CH)

Figure 3: Flowchart For Cluster Head Selection

Eix
M
S

A A F

¥ KW F

In our Clustering algorithm, we use the initial
energy levels for selecting the CHNs. Since the rat
of being selected as a CHN is proportional to the
initial energy levels and the CHs are eventually

In each CR, the nodes participate in CH electiogelected among these nominees, the resulting
called CH Nominee (CHN) are found using &requency of having the CH-role and the
probability scale is assigned to each sensotorresponding energy consumption are on the
According to this value, each sensor decides @verage approximately proportional to the initial
becoming a CH Nominee (CHN). Basically, theenergy levels. Therefore, this choice is a readenab
probability to become a CHN, T, is scaled by théenethod towards balancing energy consumption
ratio of initial sensor energy level to the averagkevels while preventing additional overhead. Note
initial energy of the network. For a node i in @gi that node residual energy levels are taken into
R, the resulting probability becomes

Figure 2: Clustering

residual node energy

P,: =T x -
average residual energy

Computation of Pi is performed only once right
after network initialization. At the beginning, éac
node is elects a random number on [0 1]. If the
number is less tharP;, then the sensor node
becomes a CH Nominee (CHN). With this
mechanism, approximately a ratio T of all nodes is
elected as CHNs.
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account during the selection of the actual CHsvhile avoiding an unnecessarily large transmission
range.

Cluster Region(CR)

Each CM nodes may collect announcement
packets from multiple CHs and selects the CH that

o O - - () -Quster Member has generated the announcement packet with the
O _ 7 o
= O S &) il:stmf; ezead [ R‘;ADT ]
M '“ w
O e O | CH broadcasts CH Announcem

. - Cluster Head *

Cluster Member(CM) nodes waits for CH Announcemgnt

Sensor Node with
NO| no CH Association
increases its
transmission range
and seeks the
closest CH

Is CH
Announceme
nt receive:

Figure 4: Cluster Region(CR)

After CHNs selected, each CHN in Cluster
region CR transmits a “CH advertisement” packet
and advertises its residual energy level within a Sensor Node sends the Joining Request to the cliti$e
neighborhood of radius r and it is determined by +
the Equation

| CH send the CH Confirmation and Working Sche

lw v

END ]

=
mn;

A CHN monitors the advertisements from other Figure5: Flowchart for Cluster Formation

CHNs and defers from acting as a CH if a higher

energy level is reported by another. Eventuallg, th . )

candidates with the highest residual energy amomghest RSSI as the ideal CH to associate to. Nodes
their neighboring CHNs become the CHs. If a CHNgSSociate to CHs via sending a “CH Joining
receives no advertisement packets for a period Bfduest and upon reception of a subsequent “CH
Tuai it automatically becomes a CH node. Thi€onfirmation”. At th(_e end of the cluster formation
mechanism enables the choice of the actual dp.hase, there may still be a few sensors that hatv_e n
nodes to be based on the most recent sensor endfjjed any clusters as they may not have received

stocks. Additionally, we use d(CHN,BS) to break@Ny announcement packets. To recover from such
the tie of Easguaduring the comparisons. cases, a sensor with no CH-association gradually

increases its transmission range and seeks the
closest CH to associate.

After the CHs are elected, each CH transmits Synchronization between each phase should be
a‘CH announcement” packet within an area ofjuaranteed so that each node has enough time to
transmission radius and informs other sensors ofcomplete the procedure or the first phase, we could
its availability as a CH. This CH-announcemenghoose a proper time interval Timer according to
range is a multiple of selected to ensure that eachhe system parameters and wireless channel quality;
CM receives at least one announcement packet agfd in the second phase, each cluster head
can associate to a CH. To ensure reception Bfoadcasts a TDMA schedule within its cluster.
announcement packets by other nodes, ®hen the members process in the corresponding
straightforward method is to send region-widgime slots and turn off the radio in the idle tite
broadcasts. However, this potentially causes higgave energy further. Additionally, we make BS

transmission energy cost; a fine tuned value iseriodically synchronize the nodes over the network
required. Thus, a system parameter tuned to achiexgainst the time drift.

high CH-association probability for non-CH nodes

4.2 Cluster Formation
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4.3 Data Transmission Table 1, where the parameters of the energy

Once the clusters are created and the TDM}S\OnsurnIOtlon model are the same as LEACH.

schedule is fixed, data transmission can begin. Table 1: Parameters Used In The Smulation
Assuming nodes always have data to send, they
send it during their allocated transmission time to
the cluster head. This transmission uses a minimal Network size 100 m x100 m
amount of energy (chosen based on the receive
strength of the cluster-head announcement). Th
radio of each non-cluster-head node can be turne __
off until the node’s allocated transmission time,| 'Node initial energy 23
thus minimizing energy dissipation in these nodes
The cluster-head node must keep its receiver on t
receive all the data from the nodes in the cluster
When all the data has been received, the clustar Data Aggregatio| 5nJ/bit
head node performs signal processing functions tOEnergy
compress the data into a single signal. For exampl i
if the data are audio or seismic signals, the etust | Data packet size 512 bytes
head node can beam form the individual signals tg .
generate a composite signal. This composite signal €S 10 pJ/bit/m

is sent to the base station. Since the base station | gmp 0.0013 pJ/bit/fn
far away, this is a high-energy transmission.

Parameters Parameter Values

Number of sensors 50,100,150,200,P50

1%

5 Transmitter circuitry 50 nJ/bit
dissipation

do 87 m

In the data transmission phase, the consumed
energy of cluster head i, E(QHis as follows,
assuming the distance between the CH and the base Network Lifetime
station is greater than the cross over distagce d

Lifetime is the criterion for evaluating the
performance of sensorNetworks. In the simulation,
E(CH) = ny*k*Ege + (n + 1Dk * Egggre + we measure the lifetime in terms of the round when
K(Eupe + €,yd%) the _f|rsF node d|e_s, because in data .gatherlng
ele T =mp applications a certain area cannot be monitored any
more once a node dies.

In order to measure the proposed
Observing the above formula, energyclustering algorithm, we consider two metrics for
consumption of E(CHi) is composed of three part$he performance evaluation. System lifetime (the
data receiving,data aggregation and dat@ne of FND (fIrSt node dieS) and the number of
transmission. In the field, several cluster heady m alive nodes are applied, because lengthening the
be near the BS, while some are far away. THeetwork lifetime is an important issue in clustered
energy expended during data transmission for fA¥SNSs.

away cluster heads is significant, especially mgda System lifetime (the time of FND) - The
scale networks. Since d(CHi, BS) has been fixegqfinition of system lifetime can be used to

after cluster head election , we should justify thaetermine how alive a system is. We use the most
cluster size for each cluster head to balan_ce thedéneral definition of the lifetime in this papehet
load across the network. So after some time thgne of END. Therefore, in order to maximize the

corresponding Cluster head energy to be reducgfsiem lifetime, we maximize the time of FND in a
and to rotate the cluster head selection process. \ygn system.

* The number of alive nodes - The ability of a
WSN depends on the set of alive nodes (nodes that
) . have not failed).Therefore, we evaluate the

In this section, the performance of the E2(ncfionality of the WSN system depending on
protocol implemented with NS2.In the S'mU|a“°”counting the number of alive nodes in the system.
we adopt the same MAC protocols in E2C as in
LEACH. The parameters of simulations are listed in We find the number of nodes alive in 100m x

100m network with 100 nodes for every 50 rounds.

5. PERFORMANCE ANALYSIS
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In the Figure 6, we find HEED perform better tharb.3 Packet Delivery Ratio

LEACH,EECS perform better than HEED and E2C It is defined as the ratio of total number of
performs the best. The reason for this is that E2C L

always achieves well distributed cluster head ackets that have reached the destination node and

accorting to_the reskial energy; futher, w1 Lmber of packets orgnated al e smute
consider balancing the load among the cluster heagg’c: ™9

with weighted function. N Packet Delivery Ratio (PDR) of LEACH,
—— e Tramemission HEED, EECS and our proposed E2C.
LEACH
7 ——HEED PDR
100 -5 EECS ) )
0 ‘\ % E2C Number of Received Packets at Sink Node
) \ Number of Generated Packets at Sensor Nodes

No. of Nodes Alive
g
1

o] | X The PDR for number of nodes from 50 to 250 is
%0 \ o found to decrease when the number of nodes
0] | Y increases.
10 4 K <\'\
0 _____*':S_I ————— Un— |“‘—*——;:1: i e 1 105
0 1000 2000 3000 4000 5000 6000 094
No. of Rounds 08
Figure 6: Comparison Of The Network Lifetime For £ Z;
100m X 100m Network With 100 Nodes. > ]
2 0.5
§ 0.4 4
Comparing with LEACH, HEED and EECS the £ '
simulation results show that E2C performs best ar 27
prolongs the network lifetime significantly. "
52 Residual Energy S A

No of nodes
It is measured as the total amount (in joules) c.
remaining battery energy at the end of the  Figure8: Effect Of Number Of Nodes On Packet
simulation. When considering the residual energy Delivery Ratio (PDR)
of each round, E2C performs better than the other
clustering algorithms and prolongs the network

lifetime significantly. This is due to higher traffic in the network. The
Direct Transmission. ~ E2C shows 12 - 14 % improvement in PDR over
20- sy LEACH and HEED.
B\ EECS
E2C 5.4 Throughput
s The number of packets received in the
g destination is calculated and taken as throughput.
g 104 Figure 9 represents the effect of number of packets
2 received with variation in the number of nodes.
00 4——bgoofasacaa 00 SO S

T 1 v | SN T |
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Figure7: Comparison Of The Average Residual Energy
For 100m X 100m Network With 100 Nodes.
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