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ABSTRACT

The field of ad hoc networks is very promising sirit allows the spontaneous creation of a network
without any infrastructure. An ad hoc network cetsisimply of user terminals that can communicate
together without intermediate. Simple and intuitivay of designing ad hoc networks is to considat th
they correspond to the ultimate generalization inélM@ss networks because they limit the maximura ol
fixed infrastructure. This generalization is acleéiéwy improving the connectivity capabilities ofraless
LANs. The limited scope of the terminals requirks presence of a routing protocol for communication
between distant entities. Several routing prototalée been proposed in the MANET group. They allow
finding the shortest paths in terms of number qgfshdAs Quality of Service (QoS) is an importantiesin

all networks (IT and telecom) , it seems interastim study ways to introduce this concept in mohadehoc
networks ( MANETs ) where the terminals are in nmoeet relative to each other . In fact, multimedia
applications that we know today require QoS guaesitmore or less important that it would be good
proposed in such still experimental networks. Qa8 be provided at different levels: applicationelay
transport layer, network layer, MAC layer, etc.this article, we focus on routing solutions to eesa
certain quality of service in mobile ad hoc networkt the network layer. To achieve this goal, many
practical issues are considered with proposed isokit We provided Quality of services of ad hoc
networks by analyzing performance of different nogitprotocols. Different scenarios with the Network
simulator OPNET are performed. The test-bed i fescribed, followed by the results and analyais.
concluded the paper with a summary of the key tesifilthe work.

Keywords: Quality Of Services, Ambient Networks, MANET, AODV, OLSR, TORA.

1. INTRODUCTION DSR, OLSR and TORA with respect to throughput,
packet delivery ratio, end-to-end delay and routing
For wireless ad hoc networks, many layer treeverhead. The principle in this paper is that no
routing protocols are developed, with competingingle routing protocol among AODV, DSR, OLSR
functionalities. These protocols have varyingand TORA super perform clearly the others. One
qualities for different wireless routing types.i$t protocol may be superior in terms of average end-
due to this reason that choice of the adequate-end delay while another may perform better in
routing protocol is critical. In this paper, we kg terms of routing overhead and throughput. The
three main questions. The first is ‘Which routingperformance of the routing protocol will greatly
protocol furnishes the best performance in Mobileepend on various factors such as network load and
Ad hoc Networks?’ This question addresses thmobility effects.
overall performance of each routing protoco
investigated in this paper. The second questi RELATED WORK
addresses the elements that impact the performance

of these routing protocols. Finally yet importantly

we address the major differences in the routin?ii _2_?22?2:‘53:osfetecr)go:?nq;r:::eemoinés :rrtlic(i: U?prded
protocols under study. To achieve this goa P P aety

answering these questions, we modeled MANE?f Service on a netwo_rk. Providing QoS is to ensure
that specific properties necessary for the proper

scenarios by varying traffic loads and mOb”'tyf nctioning of the service are maintained for all

scenarios and analyzed the performance of AODW

Quality of Service (QoS) [1] and [2] may

s
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modes of operation envisaged network. Some agteded at any one time for the establishment and
hoc routing protocols such as CEDAR [3] havenaintenance of a service across and between any
been specifically created to take this dimensida in networks [13].
account. Nevertheless, the techniques used % .
Routing Protocols
ensure that QoS can cover all aspects of the : . .
o : Lo . Routing protocols can be divided into two

transmission of information, including access te th . . .

. : categories, proactive protocols and reactive
media, the road reserve, managing queues, etc ...

. A . protocols.

The appearance of this research coincides with"a
new use of computer networks. The formeB.3.1. Proactive Protocols FSR, OLSR,
approach, called best effort or " best " (e.g. usgd DREAM, DSDV and Babel
IP) does not guarantee the constraints expected by This type of protocol is called proactive
new multimedia services - including voice ovembecause the construction and verification of agout
Internet is a typical example - and thereforare still made even if it has no traffic to send.
provides efficiency decreasing as these servicé$pdates to maintain the routing table is sent
develop. periodically. Among the advantages of this type is
the availability of routes, making it easy to efisib

Systems service quality usually involved . . S
in fighting against the erratic nature of the flaiv a session, but not forgetting the significant use o
resources (memory, CPU ...).

packets exchanged. One reason is networ
congestion (saturation of bandwidth by a too large OLSR is called proactive depending on its
amount of information at the same time) whicature. Nodes that run using HELLO packets (see
results in slowing or stopping certain flow atFigure 1) and TC(Topology Control) messages to
intermediate nodes. This fact leads to a loss dliscover their neighbors and maintain their routing
quality at the reception. The main mechanism is tables. Each node uses a neighbor as MPR (Multi
adapt the operation of the network nature of theoint Relay) to disseminate messages of
flows that must be processed. This implies on onmaintenance. The delay in a network running OLSR
hand it is possible to characterize the data flowg too small; this is due to the availability ofutes
passes on the other hand that the informationisn tlin the routing tables for each node. If X and Y are
classification is accessible nodes routers. Wadjacent, X sends a HELLO message to Y, if it was
precede for example, through the implementation afell received, the connection is called Asymmetric,
contracts, reservation of bandwidth and memory v sends a HELLO message to X, if it is received
routers queuing to favor certain flows withbecomes symmetric link. HELLO messages contain
significant time constraints. In [4], [5] and [6]information about the neighbors (state ..). TC
particular models of quality of service for ad hognessages contain information about each MPR
networks have been developed. selected any node.

3. BACKGROUNDS

3.1 Ambient Networks X Y
Amblent N_etworks extend AII-IP ngtworks Asymmetric

by several innovations. The extensions build on the /

demand for enabling communication between Asymmetric

different social and economical realms as idemtifie
by the Internet research community. The three main symmetric

innovations are network composition (beyond >
simple internetworking), enhanced mobility and
effective support for heterogeneity in networks
[14]. 3.3.2. The Reactive Routing Protocols AODV,

3.2 Quality of Service 'I?r?R an Rt"DMARt' tocols do not
It describes an important aspect of the © reaciive routing pro

formation and communication between ANs as weff°"SYM€ bandwidth, routgs are built qnly when
as legacy networks. Therefore QoS shall bgeeded (a node starts looking for a way if it wants

guaranteed by the AN, even when composing with? send a _packet). This causes a large delay in the
other ANs or interfacing to legacy networks. Thenetwork, since the research of the route precedes

ANI shall be able to communicate the parametefiNding.

Figure1: OLSR - Exchange HELLO Messages
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AODV(see Figure 2): As its name path algorithm, but it is based on four messages:
suggests, a route lookup in the application, Query, Update, Clear and optimization.
provides an adaptation to changes in routes amAG is performed by each node to send different
when a link fails, only nodes using it in their tesi parameters between the source and the destination
are notified of the break , which will allow them t node. The parameters include time to interrupt the
ignore that the route through this link. The use dfnk (t), the sender ID (oid), indication bit of
routing traffic is therefore minimized, since thereflection (r) sequence of frequencies (d) and the
routes are unicast from the source to the desbimati identifier of nodes (i). The first three parametars
we forget the minimized memory usage, naalled the baseline and the last two are the oftset
unnecessary route stored in the routing table. bhe respective reference level. TORA constructed
Figure, if two nodes want to establish a connegtioty the links are provided with a high value and the
AODV builds paths in multi-hop nodes invoked aprocess starts from the top downwards. Initiakyg t
DSN number (Destination Sequence Number) igalue of all nodes is set to NULL or (-, -, -, »and
determined and used incremented at each nodethat the destination is set to (0, 0, 0, 0, DeBhie
avoid loops. When the source receives the responsues are set whenever there is a change in the
from the request, it uses the DSN to use the optimepology. A node needs a route to a destination
route. The AODV protocol defines three messagesends a REQUEST message. A REQUEST packet
RREQ: query routing, RREP: routing response anlghs a destination node ID. When a REQUEST
RERR: routing error. They are used to maintain thpacket reaches a node with information about the
roads in the network between a source and destination node, a response known as UPDATE is
destination. Each time a source wants tsent on the reverse path. The UPDATE message
communicate, it broadcasts a message PREQ. d&fines the high value of neighboring nodes of the
route is determined whether the message reachesde that sent the UPDATE message. It also
the next hop or the destination and the RREEontains a destination field that indicates the
message returned is received by the source. Eadbstination.
node that receives a PREQ saves routes from t
source message. The rupture of a link causes
RERR message contains information of
inaccessible and the IP addresses of nodes that |
it as a jump to the destination nodes
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Figure 3: TORA-Message Query

A is the source node and H is the
destination. A QUERY broadcasts a message
through the network. Only one neighbor node of the
destination can respond to a QUERY as shown in
Figure 3. When the request reaches a node with
information about the destination, the node semds a
update. In this case, the nodes D and G are dioser
3.3.3. Hybrid Routing Protocols Proactive the destination. Therefore, they will spread the

locally + Reactive outside ZRP (Zone message UPDATE as shown in the following

Routing  Protocol) and TORA  Figure 4: This algorithm is highly dependent on the

number of activated nodes in the initial

TORA (Temporally Ordered Routing configuration; it is also a function of the spedd o
Algorithm) is an adaptive routing protocol; it isthe variation of the amount of traffic (number of
used in multi-hop networks. Between two nodeBodes) in the network. If the volume of traffic on
wanting to communicate technical TORA uses #e network increases sharply, TORA would not be
DAG (Directed Acyclic Graph) to build a reliablea good choice for this particular network.
route between them. It does not use the shortest

RREQ
Figure 2: AODV Routing Protocol
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Figure 4: TORA-Message Update
TaBLE 1: Comparison of Routing Algorithms.

Properties DSR AODY OLSR TORA OSPFv3 GRP
Routing Reactive Reactive Proactive Hybnd Proactive Proactive
philssophy
Tvpe of ronting Source Hop-by-Hap Hop-by-Hop Hop-by-Hop Rautimg Hop-by-Hep Hep-by-Hop
Fonting Fouting Routing Routing Fouting
Periodic updates As needed As needed Pertodically Based on mode of Periodically Periodically
operation
Worst case Full flooding Full flooding Pure Link State Full flooding Pure Link State Full flooding
Multiple Routes Yes No No No Yes No
3.4 Summary of the Existing Algorithms 4.1.1Routing Traffic
Many algorithms have been proposed. If Routing traffic sent by each node, it is

the similarities between some approaches appeaxpressed in bits per second. Mobile ad hoc
the methods developed are very diverse as desiradtworks are designed to be scalable. As the
optimizations. Table 1 provides a comparison of thaetwork  grows, routing protocols operate
routing protocols. We can assume that eactiifferently. Increased routing traffic changes with
protocol has its strengths and weaknesses. Soitte development of networks. This traffic is define
resist better example to increase network sizes the total number of routing packets transmitted
Other promotes rapid exchange of data. Still othersver the network, expressed in bits per second or
bear more easily high mobility nodes. It is thugpackets per second.

likely that the properties of the environment and

prerequisites conditioned by the type of use ar&1.2 Throughput

determinants in the choice of the most suitable Transfer rate at a given time, it is
protocol routing. expressed in bits per second. The factors thattaffe
the throughput in the MANET are frequent

4. SIMULATION topology changes, communication, limited
bandwidth and limited energy. A broadband

In this paper, we present the differentnetwork IS desirable.

parameters taken into consideration in the 3 q 4 Del
performance evaluation of routing protocols. weH1 E.n -to-en 'Dd a]}y K . h
begin by defining the performance indicators Ime required for a packet arrives at the

included in the comparisons. We will then out“nedestmatlon, in another way: the time which elapses

the scenarios simulation and analysis of each. betW(_een the generation of the _pac_ket by the source
and its reception by the application layer of the

destination. Different applications require diffetre
ﬁvels of delay. The delay sensitive applications
uch as voice traffic requires a decrease of delay
e network, while other applications such as FTP
ay be resistant to delays up to a certain level.
NETs are characterized by node mobility, the
acket retransmissions due to weak signal strengths
etween nodes. The time from start to finish is a
measure of performance for a routing protocol to

4.1 Evaluation Criteria
Various performance measures are used ﬂ
the evaluation of routing protocols. They represe
different characteristics of the overall network!
performance. In this report, we evaluate thre
parameters used in our comparisons to explore th
impact on the overall network performance. Thes
measures are routing traffic, throughput and delay.

s
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end whether adapts to different network constraint$Ve modeled a campus network with an area 1 km x
it also represents the reliability of the routingl km. Mobile nodes and the server were randomly

protocol. assigned to the geographic area. In the simulgtions
the mobile nodes receive traffic from a common

4.2 Modeling and Scenarios source (here ftp server). In this work, we used the

421  Scenarios TCP traffic to study the effects of ad hoc protscol

The following table 2 shows the 24 This will allow an assessment of the performance
scenarios used in this simulation. Six scenarios f@f protocols in TCP -based applications such as
each routing protocols, each scenario isveb and file transfer. We configured a profile FTP
characterized by either a change in the rate afpplication to our study. WLAN nodes are mobile

mobility of the number of nodes customers with a flow rate set to 11 Mbps operating
at a power of 0,005 watts. The destination server i
TABLE 2: SMULATION Scenarios a wireless local area network also with a data rate
: o of 11 Mbps and the transmission power with 0.005
scenario NuNrgzzrsof Mobllgy M7 watts. We used the subject of mobility to define th
Random Waypoint mobility model used in the
OLSR simulations. It is a model of simple and widely
Scenariol 5 10 accepted to describe mobility behavior more
Scenario? 5 28 realistic mobility. The nodes are moving at a
Scenariod 20 10 constant speed according to the table 1 above.
Scenariod 50 8 When the node reaches its destination, it stops for
Scenanios 70 10 300 seconds, and then chooses a new destination at
Scenario6 40 28 random.
AODV 423  Selection of Statistics
Scenariol 5 10 There are two kinds of statistics, the
Scenario? 5 28 object statistics and global statistics that can be
Scenarios 20 10 collected in OPNET. The global statistics are
Scenariod 20 8 collected from the entire network while statistics

concerning the subject individual nodes. When the

Scenarios 40 10 . .
SCenanos 20 5 d_e5|red_ statistics are se_le<_:ted, we must_ run the
simulation to record statistics. After running the
TORA simulation, the results obtained are shown and
Scenariol 5 10 analyzed. This is done either by right-clicking in
Scenario2 5 28
Scenario3 20 10 v alalnalvE 5w wias e alsla e
Scenario4 20 28 L o
Scenarios 40 10
Scenariob 40 28
DSR
Scenariol 5 10
Scenario2 5 28
Scenario3 20 10
Scenario4 20 28 =
Scenarios 40 10 Figure 5: Results Selection
Scenariob 40 28

422  Modeling the workspace of the project editor and choosing

Our goal is to model the behavior of A " .
. . g «show results» or by clicking on "DES», "view
routing protocols under different conditions ofdoa % P
results «and» results" as shown in Figure 5.

and speed mobility. We collected comprehensive
statistics (DES) for each protocol and wireless
LAN. We examined the statistical averages of"
throughput, delay, and traffic routing for the emti
MANET.

RESULTSAND ANALYSIS

s
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In this section, we discuss and analyze th e
results of our simulations. We begin our discussio
with an analysis of routing traffic in the network. i
We will then analyze the end-to-end delay ani —
finally the network throughput. o
5.1 Routing Traffic
e 4 D59 St s St e SETE) o
e | —
SEEmE LTINS :
ey
- T T
- Figure 8: Routing Traffic for TORA
= - e
- | :
= =
FFISFPPEFFEF i
Figure 6: Routing Traffic for DSR b
In Figure 6 for DSR, we note that in the -
case of 5 nodes, mobility does not affect traffic o
with 40 nodes and 28 m / s the traffic is almos = & S A A >
coherent whereas it decreased at the beginning =% =¢ =5 &5 &5 &5 &5 & =5

10 m / s and then increased. As mobility increase.,
links may experience disruptions (nodes pause ...),

Figure 9: Routing Traffic for OLSR

forcing DSR to react frequently, and generatin
traffic. Regarding AODV in Figure 7, same thing,
mobility have no influence in the case of 5 and 2
nodes,

_jol 3]

it

£k

20

L8l

Figure 7: Routing Traffic for AODV

with 40 nodes and 10 m / s the coherent again
traffic we see in the beginning to 28 m / s itdésd
then increases. Mobility affects AODV when it

%.2 The End-to-end Delay

In all scenarios in Figures 11, 12, 13, 14,
95 and 16, we observe that OLSR has the lowest
delay. OLSR is a proactive routing protocol, which
means that the network connections are always
ready whenever the application layer has traffic to
transmit. The periodic routing updates keep paths
available for use. The absence of a high latency
induced by the route discovery process in the
OLSR protocol explains the relatively low delay.
With over a large number of mobile nodes, the
performance of OLSR is in competition with those
of AODV. In the considered networks, OLSR has a
consistent period of end to end because of its
dynamic characteristics. For small networks with
five sources of traffic, we observe that TORA
outperforms DSR in both mobility cases. On the
ether hand, TORA is in competition with AODV in
the case of low speed and it is higher in the odse
high speed. It has a compatible delay and

increases, causing connection failures which makesitperforms AODV at higher speeds because of

recovery difficult.

performance degradation in AODV. When the
number of nodes is increased to 20, TORA suffers
from a significant degradation in the delay. One
reason for this degradation is the process of route
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discovery. the delay. AODV has a better time when the
network increases as the speed had no effect on his
IS S Evarage G Wirsless LAN. Delay (cocl) [ =11E3] R, X )
m e oropsosrarcs § noeue 2am s acgy DS time, and finally DSR has a consistent approach to
e e e e A SR time and suffered further delay when the network
e Semes (nimess ey e expands, but the speed n has no profound effects on
: its performance. The three reactive protocols had
elevated to higher costs due to the increased
demand route discovery delays.
0.0015-4— E-“"“#ﬁ" I e e Ele ey {zec]) i e S|
W Feme proj-scenariod 20 nosuds 28m_s A0ODV-DES-1
00010 B Feme proj-scenariod 20 nosuds 28m_s DSR-DES-1
O 3eme proj-scenariod 20 noeuds 28m_s OLSR-DES-1
00005 O Zeme proj-scenariod 20 noeuds 28m_s TORS-DES-1
OIS time_average (in Wireless LAKN Delay (sec))
0.0000 o.o014 -
£ S S S S oomta--
ep:,_?;:@ ep-‘?'sﬂp é.-‘??@ ep"%.p é-;:g';e ooo1zH—
0.0011
| V=N —
, o ey
Figure 11: Delay 5 Nodes 28 m/s 0.0005 |
0.0007
|
0.0006
|E3jtime_average (n Wireless LAN Delay (sec)) . =13 : 0.0005 A
0.0004
B o ol comnatiol & oo 10m o DR DES.T i 0.0003 A
O 3eme proj-scenariol 5 nosuds 10m_s OLSR-DES-1 0.0002
O 3eme proj-scenariol 5 noeuds 10m_s TORA-DES-1 i
o time_average (inWireless LAR Delay (sec)) P i i
T T T = =
0.003s ‘?;f_;,qf P q%@qﬁ ; %ﬁ;& . %f;&
i v B = <5 ~E, <
0.0030
0.0025 .
Figure 13: Delay 20 Nodes 28 nv's
0.0020
0.0015 \\ . |EZ[time_average (n Wirsless LAN Delay (sec)) =10l
s0010 = o brofSorane 20 resias jom s pem ey
BeEEE L e e e
0.0000 0.0014
v T T g T 0.0013
eﬂ‘?fg)@ eﬂ‘?'?gf eﬂ‘%’%\)@ eﬂ“%@f é"%fﬂ;f oomET —
& & S— S
e [
0.0007 Jl
Figure 12: Delay 5 Nodes 10 m/'s Dooos |
AODV also has a very low latency and 0003
comes second after OLSR. This is observed in &
scenarios, except in the case of reducing tfF *%é_gqs *@fg *%gf *%@_3@ *%*—ﬁf
number of nodes and high speed where N N o = =
outperforms TORA. However, we observe that thi
AODV performance improves with increasing Figure 14: Delay 20 Nodes 10 /s
number of sources. Initiation jump in AODV As shown in Figures 11, 12, 13, 14, 15 and

reduces the time end- to-end. DSR shows a uniforgy aAopv performs best in networks with a
period for both low and high speed networks with Jejatively high number of traffic and high-speed
and 20 nodes. With the network of 50 trafficyopility. OLSR has a constant flow in the case of
sources, time DSR increases in both nobilities. Dsﬁvo-speed mobility. As described above, OLSR is a
uses cached routes and most often, it sends thgyactive protocol manages the consistent routing
traffic on the roads obsolete, which can causgples offering a delay as coherent. The flow is a
retransmissions and creates excessive delays. Thiygction of the delay and traffic routing, a cohrdre

in networks with high traffic sources, increasing t fiow was expected. This demonstrates the overall
number of connections cached worse time. On thg,periority of OLSR. It should be noted that if the
other hand, attempts to minimize the DSR effeGhetwork grows, OLSR routing tables can become

through the use of obsolete multipath routesgo |arge, by coupling it to congestion and other
We observe that OLSR exhibits a very low per'o‘broblems in wireless networks, we can see an
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coherent any speed mobility. This is consistenhwitcongestion and broken links, forcing it to respond
an increase in flow in parallel with the expansidn frequently to adapt to change. DSR is outperforms
the network. If the network grows fast, TORA mayAODV and TORA in the case of small networks at
lose its performance since its algorithm (DAG)any speed mobility. As against the TORA

depends on the number of initial nodes.

outperforms when the network grows. AODV has a
higher throughput when nodes are moving at a

|E3/time_average (n Wircless LAN Delay (sec)) g (=13 . .
I Sema proj-scenarias 40 nasuds 20m_s ACDY-DES-T slower speed in the network with a small number of
W Seme proj-scenarios 40 noeuds 28m_s DSR-DES-1
0O Seme proj-=cenarioS 40 noeuds 28m_s OLSR-DES-1 M 1 H
51 32me proy scenorion 40 naetas 2om 2 ToRA Dea T nodes, then it has a higher rate in the case of a
0008 time_average (in Wireless LAN Delay (sec)) h I g her Speed mo bi | Ity networks |arger_
0.0018
00014
[E e e e Lan e S =1
o W Seme proj-scenariol S nosuds 10m_s A0DV-DES-1
e e o
03008 ro0n i averesi (o eias LAN.ThrousPl (imises)
0.00068 14,000
- e d—— o
—/——‘—__—
05002 Tors
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& B B B G 7000
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. oo —
Figure 15: Delay 40 Nodes 10 nvs o Lt — —
A S S SoE S5
g.::;’?js"’ é_;%@ @;%e @*%P e%—gs@
[ESflime_averaoe Gin Wircicss LAN Delay (sec) —1oix]
S S lon.o ATDEE
SEE e e Figure 17: Throughput 5 Nodes 10 m/s
oo o e (AT e ey
- : |
[EStime_averaoe on Lan o =)
w3 e e L
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— nee
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\s:»??& e@ﬁ"sﬂp es-ﬁﬁd’ es-;?“sp e@;;?‘{P D f!\
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g /.\ \}l} ——
Figure 16: Delay 40 Nodes 10 m/'s f ]
B S g e S
5.3 The Throughput =S & &5 & FF
From Figure 17 through 22, we observe
that OI__SR outperfor_ms all oth.er protpcols in all Figure 18: Throughput 5 Nodes 28 nvs
scenarios. As OLSR is a proactive routing protocol.
the paths are readily available for traffic. OLSR Emmesvesssn 3 (= S=i]

maintains consistent paths in the network leading t
a low delay. A small delay in the network refleats
higher throughput.

In the network with five sources of traffic,
DSR outperforms AODV and TORA 10 m / s and
28 m/ s even if it has a high delay. This differen
can be explained by observing the routing
overhead. DSR generates less traffic routing. &s th
network is small, the prevalence of broken links
and other factors are not much in. Therefore, th
flow rate is a factor of routing traffic that theldy
in the case of small systems. DSR is experiencing
performance degradation in networks of large sizes
(20 and 40 knots); this is due to the problem of
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— 5.4 Analysisand Conclusion
Simulation results have shown that the
factors considered in this paper that can affeet th
~ performance of ad hoc protocols, are speed and
/ network load. This shows that MANET provides
v the intended solution to the need for mobility by
| wireless nodes. Network load has a profound effect
woooe] 1 on performance, while the speed does not affect the
o - = = = = performance in some cases. Although AODV and
. . S OLSR are very different nature, are very similar in
terms of performance. In a highly mobile network,
Figure 21: Throughput 40 Nodes 10 m/s with frequent topology change, AODV has a small

advantage over OLSR because the routes are

. . i ) updated faster. OLSR must wait several Hello
relatively high number of traffic and high-speedy,cyets lost before changing the state of the link

mobility. OLSR has a constant flow in the case ofng send information to update. By cons, in actati
two-speed mobility. As described above, OLSR IS feyork, OLSR clutters least the network than

proactive protocol manages the consistent routingopy that transmitsmore messages to each route

tables offering a delay as coherent. The flow is giscovery. Indeed, in this case OLSR hardly emits
function of the delay and routing traffic, a colrre message updates to the topology.

flow was expected. This demonstrates the overall In general, proactive protocols have good

superiority of OLSR. It should be noted that if thgeg s in the case of large networks, while reacti
network grows, OLSR routing tables can becomg,iscols have better performance in low capacity
too large, by coupling it to congestion and othefeyorks, AODV and OLSR have shown the best
problems in wireless networks, we can see &fgjay therefore they can be evaluated in the dutur
overall degradation of performance. TORA, in th‘?/vorks, but with a different type of application,
case of fewer nodes, the flow is coherent any spegg,ich takes delay as a key factor, it is real Time
mobility. This is consistent with an increase Ml 5 5jications. A performance comparison of ad hoc
in parallel with the expansion of the network.Hét routing protocols in MANETs and in mobile LTE

network grows fast, TORA may lose itS, g id help ascertain how well mobile LTE has
performance since its algorithm (DAG) depends 0Qy4ressed the mobility problem.

the number of initial nodes.

AODV performs best in networks with a

The other alternative direction of this
research will explore the feasibility of developiag
new algorithm that will address the limitationsttha
the ad hoc routing protocols evaluated in this
research pose. For example, OLSR is superior to
the other routing protocols in many aspects such as
end-to-end latency but it has problems of flooding

s
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