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ABSTRACT

In cloud computing environments failures are normather exceptional. To advance the system
availability, the frequently used data should ggtlicated to multiple locations to make the useradcess
from the nearby site. To decide a reasonable nuibeéright location of replicas is a challengingktén
cloud computing. Here, we recommend a Modified DyitaData Replication Strategy (MDDRS) to
decide a reasonable number and right locationpiicaes and we compare both the modified dynamia dat
replication strategy and Dynamic Data Replicatiorat®gy (DDRS). The DDRS has three different stages
which are the identification of data file to repite, number of replicas to be created and placag n
replicas. We modify the popularity degree in thstfstage of normal dynamic data replication styatend

the other two stages are similar to the normal oyoalata replication strategy. In addition we irpunate

the synchronous and asynchronous updation of eeghta file when we update the main data center.

Keywords: Cloud Computing, Data Replication, Popularity Degree.

1. INTRODUCTION the powerful applications, platforms, and services
delivered over Internet. Also, high availabilitygh

The success of contemporary technologiefault tolerance and high efficiency access to cloud
extremely depends on its usefulness of the world@ata centers where failures are normal rather than
norms, its ease of use by end users and mamtitstanding are significant issues, due to the vast
significantly its degree of information securitydan data support. Data replication allows dipping user
control. Cloud computing is a new and risingwaiting time, speeding up data access and
information technology that shifts the way ITincreasing data availability by providing the user
architectural solutions are suggest by means @fith diverse replicas of the same service, all of
moving towards the theme of virtualization; of datéhem with a coherent state. Replication is a
storage, of local networks (infrastructure) as wsll frequently used technique in the cloud, such as GFS
software [1-2]. It is a large-scale disseminateqGoogle file system) [3], HDFS (Hadoop
computing paradigm driven by economies of scaldistributed File System) [4]. However, cloud data
in which a pool of abstracted, virtualized,centers have grown steeply in both size and
dynamically-scalable, highly available, andnumber, and the dynamically scalable and totally
configurable and reconfigurable  computingvirtualized resources are provided as a service ove
resources (e.g., nhetworks, servers, storagthe Internet [5].
applications, data) can be hastily provisioned and Reolicati . d t ¢
released with least management effort in the data eplication IS ~ use O progress - system

centers. Services are carried on demand to outd \fa|lab|l|ty (by directing traffic to a replica afta

customers over high-speed Internet with the X as llure), aVOi.d data Ios_s (by recovering lost data
fom a replica), and improve performance (by

service (XaaS)" computing architecture, which 'spreading load across multiple replicas and by

broken down into three different parts: : .
applications", platforms”, and infrastructure". making low-latency access available to users
around the world). However, there are diverse
From a sociological standpoint on the other handpproaches to replication. Synchronous replication
in the cloud, applications are reachable anywherassures all copies are up to date, but potentially
any-time, and storage becomes infinite for alincurs high latency on updates. Moreover,
intents and purposes. And the users can admittanaeailability may be impacted if synchronously
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replicated updates cannot accomplish while somteut in our modified dynamic data replication
replicas are offline. Asynchronous replicationstrategy, we calculated the access frequency based
excludes high write latency (in exacting, making ibn time factor and users and the access frequency
appropriate for wide area replication) but permitbased on time factor is calculated using double
replicas to be stale. Moreover, data loss may talexponential moving average function. We also
place if an update is lost due to breakdown beiforeincorporate the synchronous and asynchronous
can be replicated [9]. updation for the newly created replicas. In
synchronous updation, the record which we update
In the main datacenter will get update

1) Which data should be replicated and when t imultaneously to the replicas in the sub datacente

replicate in the cloud systems to meet the usersut in asynchronous updation, the record which we
plicate ud Sys . Update in the main datacenter will get update éo th
necessities on waiting time reduction and dat

. S ) plicas after a specified time interval using the
access speeding up are significant issues fordurth h t
research, as the wrongly selected and too ear"flysync ronous agent.
replicated data will not reduce the waiting time or The rest of the paper is structured as follows: the
speed up data access. 2) How many suitable negcond section shows the review of related works,
replicas should be created in the cloud to meetthe third section shows system architecture, the
reasonable system availability requirement ifourth section shows our proposed technique, the
another important issue to be thoroughlyfifth section delineates the obtained result arel th
investigated. With the number of new replicasixth section concludes our recommended
increasing, the system maintenance costs wilechnique.
considerably increase, and too many replicas m
not enhance availability, but bring unnecessary REVIEW OF RELATED WORKS
spending instead. 3) Where the new replicas should

be located to meet the system task successriﬂlerature for data replication model in cloud

execution rate and bandwidth consumptiocom uting environment. Here, the review of recent
necessities is also an imperative issue to bé puting ' '

explored in detail. By keeping all replicas activeWOrkS from these topics is presented. Storage

the replicas may advance system task successi%?rt]ert?n are ir:frrua(g'?rluc?lljjrlfsmg ?All(:ﬁlgi :]or Cd?uhd
execution rate and bandwidth consumption if the buting j 9 9
erformance storage servers are the eventual

replicas and requests are logically dls.mbUte(ﬁolution for cloud storage, the execution of low-
However, appropriate replica placement in ultra: : .
ost storage system remains an open issue. To

large-scale, dynamically scalable and totall)? ; ) , :
virtualized data centers is much more complicate d(_jress this pf"b'em’ Julia Myint ar_ld_ Thinn Thu
aing [6] have implemented the efficient cloud

storage system with inexpensive and commodity

In this paper we recommend a technique focomputer nodes that are organized into PC
synchronous and asynchronous based dattuster based datacenter. Hadoop Distributed File
replication in cloud computing. We initially check System (HDFS) was an open source cloud based
the system availability and thereafter we apply thetorage platform and designed to be deployed
modified D2RS (Dynamic Data Replicationlow-cost hardware. PC Cluster based Cloud
Strategy) algorithm. The dynamic data replicatiorbtorage System was implemented with HDFS by
strategy consists of three different stages. Tig fi enhancing replication management scheme. Data
stage is to identify which data file should beobjects were distributed and replicated in a cluste
replicated and when to replicate in cloud computingf commodity nodes located in the cloud. That
to reduce the waiting time. We modify thesystem provided optimum replica number as well as
popularity degree in the first stage of the D2RSveighting and balancing among the storage server
algorithm [7]. The modification of the popularity nodes. The experimental results showed that
degree is based on double exponential movingtorage was balanced depending on the awailabl
average function. The second stage of the D2R#8sk space, expected availability and failure
algorithm is to find the required number of reptica probability of each node in PC cluster.

and the third stage is to find where to place t n . . .
. . . Failures are normal rather than exceptional in the
replica data files. In normal dynamic data

replication strategy, the popularity degree iSClOUd computing environments. To Improve system

calculated between the start time and present tin%la”ab'“ty’ re_pllcat_mg the pqpular data_ to mpikd
suitable locations is an advisable choice, as users

In order to attain the dynamic data replication
there are three vital problems that must be solve

A handful of researches are available in the

e —
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can access the data from a nearby site. This isf each file in the data center, and studied h
however, not the case for replicas which must hawe improve the reliability of the data files basmul

a fixed number of copies on several locations. Howrediction of the user access to the blocks of each
to decide a reasonable number and right locatioridle. The proposed adaptive replication siygte
for replicas has become a challenge in the clougdeployed dynamically large-scale different files
computing. Da-Wei Suret al [7] developed a replicas on different data nodes with minimal
dynamic data replication strategy was put forwardost using heuristic search for each replication.
with a brief survey of replication strategy suitabl The proposed adaptive strategy was based on a
for distributed computing environments. Itformal description of the problem. The strategy
included: 1) analyzing and modeling theidentified the files which were popular file for
relationship between system availability and theeplication based on analyzing the recent histdry o
number of replicas; 2) evaluating and identifyinghe data access to the files using HLES time series
the popular data and triggering a replicatiorOnce a replication factor based on the populafity o
operation when the popularity data passes the files was less than a specific threshold, the
dynamic threshold; 3) calculating a suitable numbeeplication signal was triggered. Hence, the
of copies to meet a reasonable system byte eféectiadaptive strategy identifies the best replaati
rate requirement and placing replicas among datacation based on a heuristic search for the best
nodes in a balanced way; 4) designing the dynamieplication factor of each file. Experimental
data replication algorithm in a cloud. Experimentakvaluation demonstrated the efficiency of the
results demonstrated the efficiency androposed adaptive replication strategy in the cloud
effectiveness of the improved system brought bgnvironment.

the proposed strategy in a cloud. 3. SYSTEM ARCHITECTURE

Mohamed-K Hussein and Mohamed-H Mousa
[8] have proposed an adaptive replication strategy This section shows the system architecture of the
in the cloud environment. The strategycloud computing. The Fig.1 shows the sample
investigates the availability and efficient ess cloud system topology.
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DSOS

Users

oe0a. @}
00O '
e e I

5000
OO0

Users

Fig.1 Sample Cloud System Topology

In the Fig.1, DLD2,....... Dnare the main data another set of sub data centers. The users will use
centers andSD1 SD2,....... SDn are sub data centersthe least set of sub data centers. Each main data
of the main data centeps, D2,....... Dn. Here, each centers arte interlinked with ea_ch ot_her and _e&d:h s
main data centers have n number of sub da?f sub data centers are also interlinked with each

other to transfer the data from one data center to
centers. The sub data centers may or may not hal}a/nother. It is not sure that all the data in theada
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center D1 would be in the data cent®?2 and also So to avoid the waiting time, we need to create a
it is not sure that the entire data in the sub dat@plica of that data in the data cerfsexl.
center SD1 of the main data cen_thl|s present in The Fig.2 shows the sample cloud data center
the sub data centé8D2 of the main data cent&1. . : .

. architecture. It contains users, scheduling manager
If the user who uses the data cen@lrequwes a replica manager and data centers. The task given by
data which is not inSDlbut which is present o ser s first send to the scheduling manages. T
in SD2, the data centeBD1request a replica of the scheduling manager then gives the path to the
data toSD2 or to its main data center. Another casgarticular data center to access the file. The path
is that if a data in the data cent@Dlis used by selection by the scheduling manager is based on the
more number of users and if a new user comes tumber of users uses a data center to avoid
use the same data, he needs to wait to use that dabngestion.

Users

©
@

I

Scheduling Manager
[ Replica Manager ] [ Replica Manager J

olole
OO
HOG
0O
©lC

©

Data Center 1 Data Center 2

Fig.2 Sample Cloud Data Center Architecture

4.PROPOSED SYNCHRONOUS AND  probability of file availability and unavailability
ASYNCHRONOUS BASED DATA which file and when to replicate, total number of
REPLICATION replication, where to place the replica and the

synchronous and asynchronous update after

This section delineates our recommendedeplication. The Fig.3 shows the block diagram of

technique of synchronous and asynchronous basedr recommended technique.

data replication in cloud computing. The processes

involved in our recommended technique are
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Probability of file
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Fig.3 Block Diagram Of Our Proposed Technique

The availability of file and unavailability of the double exponential moving average function. The
file is calculated to find the system byte effeetiv popularity degree is calculated as follows:
rate [7]. Thereafter, we apply the modified dynamic
data replication strategy (D2RS) algorithm. The pd=Fp +F2 (2)
normal dynamic data replication strategy [7] consiswhere,
of three stages that are (i) which data file shdaéd pd - Popularity Degree
replicated and when to replicate in the cIoudF1
system, (ii)) how many replicas to be created in the
cloud system and (jii) where we have to place thd2 = Access frequency based on users
new replicas. The modification we do is the The access frequency based on the time factor
calculation of the popularity degree which is theF;is calculated based on the double exponential
access frequency based on time factor that is USRfhying average. It is shown by the equation below:
in the first stage of the normal dynamic data
replication strategy. Except the modification, tht F = 2[f (ant )] - f(f (ant )) @
process is same as [7] and we incorporate t
synchronous and asynchronous updation in ou
technique. In normal dynamic data replication
strategy, the popularity degree is calculatedterval
considering the start time and the present time buk(f (ant))> Access frequency based on the time
in our modified dynamic data replication strategyinterval of the time interval we split
the popularity degree is calculated using access The procedure to find the access frequency based
frequency based on time factor and accesm the time interval we split is as follows: Iniba
frequency based on users. we split the time intervals from the present time
tpto start timég. A sample splitting of time

- Access frequency based on time factor

Hant) - Access frequency based on time

4.1. Popularity Degree

The popu|arity degree of a block is the accesgﬂervals from the present tlmEptO start tlmesls
frequency based on the time factor and users. TReown in the Fig.4. Thereafter, we calculate the
popularity degree is calculated from the start tim@ccess frequency within the time interval which we
tsto the present ting,. In our recommended split and eventually, we sum all the access
technique, the popularity degree is calculatedgisifr@quency we obtained for the respective time
access frequency based on time factor and th@tervals. The_a_ccess frequency bas_ed on the time
access frequency based on users. The accdd§rval we splitis shown by an equation below:
frequency based on time factor is calculated using
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f(ant)tatstotp = aany, +(1-a)any an, > Access frequency with respect to the

—_ 7\ _ 3 _ 0k
+(1-a) an; +{1-a) U P +l-a)fan,  ime intervat
@ a - Constant

Where,

| 0to50 | 51t0100 | 101to150 | 151t0200 | 201t0250 | 251t0300 | 301to350 |

Z‘S sz r}?l r}_)
Fig.4 Sample Time Splitting
The Fig.4 shows the sample splitting of timeN - Total number of users

betweent, andt ;. In this figure, t jis the present

time which takes the interval from 301 to 3504.2. Synchronousand Asynchronous Update

seconds and , has the time interval from 251 to This section explains the synchronous update and
. ) asynchronous update of our recommended
300 seconds anti,, has the time interval from 201 technique. The Fig.5 shows a sample diagram for

to 250 seconds and eventualliis the start time the synchronous and asynchronous update.

that has the time interval from 0 to 50 seconds.
Update Agent

After calculating the access frequency based o
time interval, we have to calculate the acces
frequency based on the time interval of the time

interval we split i.e. we have to split the time T —_ — 3

i . Agent Data Server

interval oftp,tpl,tpz, ........ I,. The equation -

given below shows the formula to find the acces:

frequency based on the time interval of the time

intgrval V\>//e split. / \ l

f(f(an)) = f(antp)+ f(an[pl)+ f(an[pz)+ ........... +flany,) Rl k2 S
Using the access frequency based on tim L 0 0 "

interval f(ant)and the access frequency based ol

the time interval of the time interveﬁ(f (ant )) we Data Centerl Data Center2

can find the value of the access frequency based ongjq 5 sample Block Diagram For Synchronous And

time factorfF . Asynchronous Update

The access frequency based on the usgis 4.2.1.Update Agent

calculated as follows: initially we need to findeth ~ This is the agent who updates i.e. adding or
access frequency of each user separately from theleting any data in the data server. The dathdn t
start imet to the present timig, . Thereafter, the data server will not be same for every time we open

. . . a page. It would get change when the update agent
access frequency of each user is multiplied with thupdates the page in the data server. The update

weight value of the respective users and event,uallggem is the authorized agent to alter any

we nteEd golsum all the values. It is shown by thf?wformation in the data server and except the wgpdat
equation below. agent no one can do any alteration in the data

N server.
Fo= ) ang W 4.2.2.Data Server
¢ t':tl The data server is the main data center that
- tgtotp (4) . .
] consists of many sub data centers. The main data
anyi > Access frequency of'iuser center contains a collection of information and it
Wi - Weight value of'f user shares that information through the cloud and the

e ——
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users can use that information from the cloudlteration of data in the sub data centers when the
network. So any alteration of information in thesource file is altered in the main data center is
main data server would change the same comalled synchronous update. The asynchronous agent
present in the sub data centers which provides thupdates all the replicas in the sub data centers fo
information to the users. every specified time interval. So each replicahia t
423 Data Center sub data centers would get updated in the specified

time interval even if the replica was not updated
The data centers are the sub data centers whighing synchronous update.

are connected with the main data center and share

the information from the main data center. The-RESULTSAND DISCUSSION

users use the data from the sub data center in the ) ) ]
cloud network and the files which are replicateel ar  This section delineates the results we obtained
present in the sub data center. The sub data sentf@r our recommended technique and compare the
contain the data which is in the main data center. Performance with the existing technique and also
a file is demanded by more number of users, @xplains the comparison of synchronous and
would create a replica of that file to avoid@Synchronous updation.

congestion and waiting time. The replicas createg 1 Experimental Setup

in the sub data center should get change when we
alter the source file of that replica in the maatad
center.

Our recommended technique is applied using
java that uses java development kit version 1.6 and
the system we used has the following configuration:
4.2.4. Asynchronous Agent i5 processor, 4GB RAM. We used three different

The asynchronous agent is an agent that upda@%tasets for processing our rgcommepded technique
the replica in the sub data center after a spekifidnd the datasets are Financial, Medical and RDB.
time interval. The alteration done in the main dat¥Ve compare our modified dynamic data replication
center should get updated in the replica present fiirategy with the normal dynamic data replication
the sub data centers. Usually, when we update t&ategy using those three datasets we used.
information in thg main data center, the appropriat5'2. Experimental Process
replicas present in the sub data centers would alS6
get updated automatically. But we cannot be sure This section shows the experimental process of

that all the replicas present in the data centeRUr recommended technique. The Fig.5 shows a
would get updated. The usual simultaneous@mple datasetin the data center with its contents

N, === e
REPLICATION SERVER

Server Content

Database Financial e 1

Database Financial |+ | Columns Table Count
Query
-

account

| card
EaBic client

account_id INTEGER 11
district_id INTEGER 11
frequency VARCHAR 255

disp adate VARCHAR 255

district

5368
|

foan | [ —— |76
1 |
Data Center |pataCenter-1 |~ 681
r—— |
16470
|
Data Node |Datatiode-1 - Mode (e) Synchronous ) Assynchrnous [o000.
T
& ==
‘ Repiicate H Start Server H Setting ‘ | Show Server Details H Show Replica Details H insert |

Syn_ASyn_Replication Viewer p*

— T DatcenterspedhictE java - FEpTEE o)™
H -[@ FieDetaisjova - -
g Datacenter ‘dltarent:(—i

DataNode ‘datmudefl

#E

Tables Count

account
card

ck 11 |0

Fig.5 Sample Dataset In The Datacenter With Its Contents

466



Journal of Theoretical and Applied Information Technology

20" December 2013. Vol. 58 No.2 B
© 2005 - 2013 JATIT & LLS. All rights reserved- L ———
YT
ISSN: 1992-8645 www.jatit.org E-ISSMN17-3195

In this figure, the ‘replication server’ window ‘server content’ window in the Fig.5 shows the tota
shows that the financial dataset contains the sableumber of records in each table present in the
as account, card, client, etc. and the ‘columnfinancial dataset.
section shows the records in the account table. The

= T = ] = ol C | = |
REPLICATION SERVER Syn_ASyn_Replication Viewer
EEE
Database Financial Colurms Btacenter ‘dmcgmgx4 v| =
Query I———— -
L account_id INTEGER 11 insert into accountvalues(4504.1
card district id INTEGER 11 Data Node datanode-1 -
gEE client %
! frequency VARCHAR 255
disp adate VARCHAR 255
iy Database ‘Fimmciall mdb |+ =
foan €] 1 [
Data Center DataCenter-1 |+ Tables Cout
account {4504
— = 2 I
Data Node Datafiode-1 |~ Mode @ Synchronous () Assynchrmous card 1291
- client 5368
disp 5368
district |76
loan 1681
Replicate H Start Server || Setting | | Show Server Details H Show Replica Detaits | Insert oetire i i
trans {20000 v
TH s oo B R, - - wa
[& FleDetails. java | croud_repica (un) = = | Cloud_repica (run) #2* x ‘
[E] QueryRepica java - Server Content =
[& Replica.java g
i@ RepicaFactors.java - Database Financial
[Bt Repiication.java &8
o Table Connt
[Eb Server_Details_Show.java (4504
(B settings java account
[& utisjava §91
&) servergava card 53
2 Lbraries client }’353
WP i 2.
iy - a | -
L i 76 I
Cloud_re] district ‘I 11 |ms
Fig.6 Synchronous Updation

The Fig.6 shows the screenshot for synchronouontent’ window. The ‘server content’” window
updation after adding a record in the account tabkhows the details in the server and the
of the financial dataset. In ‘replication server*Syn_Asyn_Replication Viewer’ window shows the
window the option for updation we selected igetails in the replica. In both windows we can see
synchronous. So when we update a record in thhe total number of records in the account table as
server, it will get updated in the replica4504 but before updating the server it was 4508 tha
simultaneously. We can see it in theis shown in Fig.5.

‘Syn_Asyn_Replication Viewer and in the ‘Server
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REPLICATION SERVER A Stk
Database Financial
Database Finandial = Colurms Table Count
Query A
account | faccount_id INTEGER 11 ount values(4505, 100,347,477
e <! account |
. district_id INTEGER 11 891
bl client = |
. frequency VARCHAR 255 |card -
asp adate VARCHAR 255 b ctiont |
district H ls
lozx | 1] T I disp !75
Data Center Datacenter-1 |+ districk Igsj
(o |x547n
o orders |
Data Node [Datatiode-1 || Mode ) Synchromons @ Assynchrmous |
e TR |erans |
Replicate ‘ ‘ Start Server H Setting ‘ ‘ Show Server Details H Show Replica Details H Insert Syn_ASyn Replcation Viewer 15
)
T B DatacenterspehicRF java [[FoutstT w2
L@ FleDetails.java 7 le|@m] = ] Datacenter datacenter-1 -‘
[ QuerRepicajava = =l
3-[@] Replica.java Data Node datanode—1 v‘
8l ReplieaFactors.java
I Settings
B erver - —
b server_Detais Sow.java et T ‘mnnnn ‘j L Database ‘Fmanﬂall mdb -‘
- [Ey settings java
E utisjava Tables Count
L@ serverjava i |50000 | ms
v = account 4504 |
T —_ card 091 o
E client 5368 E :
Cloud_replca (rufl| | | feed I s
Fig.7 Asynchronous Updation

The Fig.7 shows the screenshot for asynchronosystem performance, the greatercan be selected.
updation after adding a record in the account tabl/e also compare the synchronous and
of the financial dataset. In ‘replication server'asynchronous updation based on the execution
window the option for updation we selected igime.
asynchronous. So when we update a record in th
server, it will not get updated in the replica
simultaneously. After adding a record, the ‘server
content’ window shows the account table has 450§ *° | ——ReplicaNumber
records and the ‘Syn_Asyn_Replication Viewer’ mopened

g /\ —@—SBER (Proposed)
window shows the account table has 4504 record "*° /\/ \ |
only. It implies that the added record is not updat 1 gglltljbﬂ
simultaneously in the replica. The Fig.8 shows the ——SBER (Eisting)
screenshot for the query given by the user. 0

10 20 30 40 50 60 70

Time Period

Graph 1 Performance Comparison when= 0.2

Client

The Graph.1l shows the number of replicas and
Select Query Cloud_seplca\nputiQuen0. | _Load Queries system byte effective rate in different time ints/
for our proposed and existing technique when the
adjustable parametar = 0.2. The values in the
graph is taken by checking the replica numbers we
obtained for our proposed technique and the
5.3. Perfor mance Comparison existing technique at different time periods ane th
This section shows the performance of ourSyStem. byte (_affectwe ra_te 'S calculated after
enerating replicas. Here in this Graph.l, for the

technique compared with the normal dynamic dat irst time period the replica number we obtained fo

replication strategy based on the number of replica ; : .

. . . gqur proposed technique is one and the replicas we
and system byte effective rate with respect to time,_, " L : .
. ; : obtained for the existing technique is two and the
interval. We check the performance with different

. system byte effective rate we obtained for our
val_ues of adjustable parameter[7]. The values. of roposed technique is 0.545 and for the existing
adjustable parameter are set based on different

‘ ; The better th : chnique is 0.03645 for the same time period. The
system  performance. € better he requestgystem byte effective rate is the number of bytes

Fig.8 Client Query

e ——
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potentially available and the total number of byteg 1o
requested by all tasks. Here, the system byt °* -
effective rate comparison shows that our techniqu °
has better system availability rate for the variec

=—+—Replica Number
(Proposed)

6 -
time periOdS. 519 ——SBER (Proposed)
4]
3 ReplicaNumber
a2 (Existing)
51 I == SBER (Existing)
O—
’ =—¢—Replica Number 0 T T T T T - .
4 (Proposed) 10 20 30 40 50 60 70
3 . N —#—SBER (Proposed) TimePeriod
2 \J V ReplicaNumber .
(Existing) Graph 4 Performance Comparison When a = 0.8
14 ——SBER (Existing)
0 T The Graph.4 shows the performance comparison
20 30 5 7 h
0 e e between MDDRS technique and the DDRS
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whena = 0.8 . It shows that the system byte

Graph 2 Performance Comparison When a = 04 effective rate of our proposed technique is high
compared to the existing technique. The Graph 5

The Graph.2 shows the number of replicas anghows the performance comparison between the
system byte effective rate in different time intdsy Synchronous and asynchronous updation based on
for our proposed and existing technique when théhe execution time. When the queries given to
adjustable parametar = 0.4. Here, at the third €X€cute is hundred, the time taken for _executior) i§
time interval we got the replica numbers as thre€984 ms based on synchronous updation and it is
for our proposed technique and existing techniqu&500 ms based on asynchronous updation. When
and at that time interval, the system byte effectivWe give 200 queries, the time taken for executon i
rate of our proposed technique is 0.5705 and fer t#353ms in synchronous updation and 2924ms in
existing technique is 0.03209. This shows that oi@Synchronous updation. When the query given is
proposed technique has better system availabili@pov the execution time is 5827ms for synchronous

ratio compared to the existing technique. Updation and 5481ms for asynchronous updation.
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Graph 3 Performance Comparison When @ = 0.6 Graph 5 Execution Time For Synchronous And
Asynchronous Updation
The Graph.3 shows the number of replicas and .
system byte effective rate in different time in@iss !N Synchronous updation, the record we change
for our proposed and existing technique when thi® the main server will get updated simultaneously

adjustable parametar = 0.6. For each time to the client servers but in asynchronous updation,

. . it will not get updated in the client servers
interval, the number of replicas would get vary for_. :

. 7 .~ simultaneously. So after the synchronous updation,
our proposed technique and for the existin

technique and the system byte effective rate for Ogvhen we give the query the processing time is high

proposed technique on each time interval is bettcompared to the asynchronous updation because the

L : “Yata in the client server based on synchronous
compared to the existing technique after generatlnLgpdation would be more compared to the data in the
replicas.

client server based on asynchronous updation. The
updation in asynchronous method will take place
after a certain time period. Therefore, after the
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updation is done in asynchronous mode and if W] Wang S.S, Yan K Q, Wang S C. “Achieving
give the query, the execution time would be same efficient agreement within a dual-failure cloud-
for both modes of updations. computing environment,Expert System with
6. CONCLUSION Appl.|cat|0ns,_ vol.38, no.1, pp.906-915, 201_0.
[6] Julia Myint and Thinn Thu Naing,
“Management of Data Replication for Pc
Cluster Based Cloud Storage System,”
International Journal on Cloud Computing:

In this paper we have proposed a modified
dynamic data replication strategy algorithm with
synchronous and asynchronous updation. We have , k
modified the popularity degree which is the access Services and Architecture (IJCCSA), Vol.1,
frequency based on time factor. Generally, the NO-3, November 2011.
dynamic data replication strategy consist of threE/] Sun DW, Chang GR, Gao S.’Modeling a
stages which are identification of data file to  dynamic data replication strategy to increase
replicate, number of replicas to be created and System availability in cloud computing
where to place the replicas. The popularity degree €nvironments,”Journal of Computer Science
is used in the first stage of the dynamic data @and Technology, vol. 27, no.2, pp. 256-272
replication strategy and we have modified the first ~Mar. 2012.
stage of the dynamic data replication strategy. TH8] Mohamed-K Hussein, Mohamed-H Mousa, “A
modification is based on the double exponential Light-weight Data Replication for Cloud Data
moving average function and the access frequency Centers Environment,International Journal
based on users. We have compared the modified of Engineering and Innovative Technology
dynamic data replication strategy and the normal (IJEIT), Vol.1, no.6, June 2012.
dynamic data replication strategy [7] in terms of9] Brian F. Cooper, Adam Silberstein, Erwin Tam,
system availability based on the replica numbers.  Raghu Ramakrishnan, Russell Sears,
The performance comparison showed that our “Benchmarking Cloud Serving Systems with
proposed technique has better system availability YCSB", in Proceedings of the 1st ACM

than the existing technique. This indicates that ou  symposium on Cloud computing, pp. 143-154,
proposed technique replicated more recently 2010.

accessed file and increased the system availability
We have also compared the execution time of
synchronous and asynchronous updation and it
showed that the execution time for asynchronous
updation is less compared to the synchronous
updation.
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