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ABSTRACT 
 

In wireless sensor networks (WSN), the current cluster based routing techniques may result in increased 
network workload, energy consumption and re-transmissions. In order to overcome these issues, in this 
paper, we propose an energy efficient double cluster head selection algorithm for wireless sensor network. 
In this technique, two cluster heads namely main and sub-ordinate cluster heads are selected based on the 
parameters such as residual energy, minimum average distance from the member, nodes timer and node 
degree using particle swarm optimization technique. In this technique, each cluster member node sends the 
data to main cluster head. The aggregated data from the main cluster head is transmitted to sink through 
sub-ordinate cluster head. An energy efficient routing protocol is also developed based on the parameters 
expected number of retransmissions and link failure probability. By simulation results, we show that the 
proposed technique enhances the network lifetime and reduces the network overload.  

Keywords: WSN, Cluster Based Routing, Energy Efficient, Algorithm 

 
1. INTRODUCTION 
 
1.1 Wireless Sensor Network 
 

By the efficient design and implementation of 
wireless sensor networks, they become a burning 
area for researchers. A wireless sensor network is a 
collection of nodes and they are arranged into a 
cooperative network. Each node has capability of 
processing, multiple types of memory, have a 
power source, accommodate various sensors, have a 
RF transceiver and actuators.  

A wireless sensor network (WSN) consists of 
spatially distributed autonomous sensors to 
cooperatively monitor physical or environmental 
conditions, such as temperature, sound, vibration 
pressure, motion etc. The Application domains of 
Wireless Sensor Network are diverse due to the 
availability of micro-sensors and low-power 
wireless communications. Wireless sensor networks 
(WSN) consist of a large collection of sensor nodes 
with each node equipped with sensors, processors 
and radio transceiver. Large number of sensor 
nodes can be deployed in a variety of situations 
capable of performing both military and civilian 
tasks owing to their low cost. [1][2][3][4] 

1.2 Clustering in WSN 
 

In WSN, the sensor nodes are grouped into self 
disjoint sets called a cluster. Clustering is used in 
WSN’s to provide network scalability, resource 
sharing and efficient use of constrained resources 
that gives network topology stability and energy 
saving attributes. Cluster schemes will decrease the 
overall energy consumption and reducing the 
interferences among sensor nodes. Cluster will 
reduce the communication overheads.  

Clustering is a very effective way to reduce 
energy consumption in the wireless sensor 
networks. The total network is subdivided into 
smaller groups called cluster and each cluster 
would has a head and that is called as cluster-head 
(CH). 

Routing is one of the major problems in cluster 
WSNs. They are totally two issues one is resources 
and second one is global addressing scheme. 
Firstly, resources are greatly constrained in terms of 
power supply, processing capability and 
transmission bandwidth. Secondly, it is difficult to 
design a global addressing scheme as Internet 
Protocol (IP). Due to the limited resources, it is 
hard for routing to cope with unpredictable and 
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frequent topology changes, especially in a mobile 
environment.  

1.2.1 Cluster Characteristics: Cluster has some 
characteristics and those are variability of cluster 
count, uniformity of cluster sizes, inter cluster 
routing and intra cluster routing.  

1.2.1.1 Variability of Cluster Count: The 
clustering schemes are classified into two types 
based on variability of cluster count. Those are 
fixed and variable ones. In the fixed size scheme, 
the set of cluster-head are predetermined and the 
number of clusters is fixed. In the variable one 
scheme, the CHs are selected, randomly or based 
on some rules, from the deployed sensor nodes. 

1.2.1.2 Uniformity of Cluster Sizes: clustering 
routing protocols in WSNs can be classified into 
two classes based on uniformity of cluster sizes. 
Those are even and uneven ones, respectively with 
the same size clusters and different size clusters in 
the network. Clustering with different sizes clusters 
is used to achieve more uniform energy 
consumption and avoid energy hole. 

1.2.1.3 Intra-Cluster Routing: Clustering 
routing manners in WSNs also include two classes: 
single-hop intra-cluster routing methods and 
multiple-hop ones. For the manner of intra-cluster 
single-hop, all MNs in the cluster transmit data to 
the corresponding CH directly. Instead, data 
relaying is used when MNs communicate with the 
corresponding CH in the cluster. 

1.2.1.4 Inter-Cluster Routing: Clustering 
routing protocols in WSNs include two classes: 
single-hop inter-cluster routing manners and 
multiple-hop ones. For the manner of inter-cluster 
single-hop, all CHs communicate with the BS 
directly. In contrast to it, data relaying is used by 
CHs in the routing scheme of inter-cluster multiple-
hop. [5][6][7] 
 
1.3 Double Cluster Head Selection in WSN: 
 

The groups of clusters are mix together and 
choose one cluster as a cluster head. The other 
clusters can join on that group by sending the join 
request. The data should be forward through the CH 
to base station. The member nodes forward sensed 
data to CH that are processed. Clustering is very 
useful in reuse of bandwidth due to the node 
clustering and robust and scalable in the face of 
topological changes caused by node failure, 
insertion or removal. 

1.3.1 Cluster-Head Characteristics:If we want 
to choose cluster as a cluster head then it must 
contain the following characteristics  

1.3.1.1 Existence: clustering schemes can be 
grouped into two types based on the existence and 
the two types are cluster-head based and non-
cluster-head based clustering. In the previous 
schemes, there exist at least one CH within a 
cluster, but in latest schemes there will more CHs.  

1.3.1.2 Difference of Capabilities: The 
classification of clustering schemes in WSNs can 
be classified into homogeneous or heterogeneous 
ones. If all the sensor nodes are assigned with equal 
energy, computation, and communication resources 
and CHs are designated according to a random way 
or other criteria, then it will call as homogeneous 
schemes. In heterogeneous environment the sensor 
nodes are assigned with unequal capabilities, in 
which the roles of CHs are pre-assigned to sensor 
nodes with more capabilities. 

1.3.1.3 Mobility: Clustering approaches in 
WSNs also can be grouped into mobile and 
stationary manners based on mobility attributes of 
CHs. In the former manners, CHs are mobile and 
membership dynamically change, thus a cluster 
would need to be continuously maintained. The 
CHs are stationary and can keep a stable cluster, 
which is easier to be managed. Sometimes, a CH 
can travel for limited distances to reposition itself 
for better network performance. 

1.3.1.4 Role: A CH can simply act as a relay for 
the traffic generated by the sensor nodes in its 
cluster or perform aggregation/fusion of collected 
information from sensor nodes in its cluster. 
Sometime, a cluster head acts as a sink/BS that 
takes actions based on the detected phenomena or 
targets [32]. It is worth mentioning, sometimes a 
CH acts in more than one role. 
 
1.4 Particle Swarm Optimization (PSO) 
 

The particle swarm optimization algorithm was 
initially introduced by Kennedy and Eberhart 
(1995) in terms of social and cognitive behavior. 
This technique resolves the problems in various 
fields mainly in engineering and computer science.   

In this technique, a group of potential elements 
termed as particles are initialized randomly. Each 
particle possesses a fitness value. The fitness value 
is estimated based on the fitness function to be 
optimized in each generation. Every deployed 
particle is aware of its best position (Pbi) and the 
global best position (Pgi) among the particle group. 
The velocity of the particle directs the particle 
travel. In each generation, the velocity and position 
of the particle is updated. It is given by the 
following equations 
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Vbi (t+1) = 

))(())(()( 2211 tQPRtQPRtV bigibibibi −+−+ λλω         (1)  

Qbi(t+1) = Qbi(t)+Vbi(t+1)    (2) 
Where V = velocity of the particle  
Q = position of the particle 
t = time 

1λ and 2λ = learning factors 

R1 and R2 = random numbers among 0 and 1 
Pbi and Pgi = best and global position of particles  
ω  = inertia weight 
 
1.4 Problem Identification and Solution 
 

In [15], Zhonghua Wang has proposed a novel 
double cluster-head routing policy based on 
clustering hierarchy routing. According to 
balancing the number of neighbor nodes, surplus 
energy and distance weights, it adopts first and 
second cluster-head mode. It will increase the 
overall performance of the network, decrease the 
cluster head energy consumption, balance energy 
consumption between member nodes, and prolong 
the entire lifetime of network.  But this work didn’t 
consider the cluster head election time and the node 
degree in the selection of cluster head. Also there 
was no energy consumption model in this method. 

In order to overcome these drawbacks, in this 
paper, we propose an energy efficient double 
cluster head selection algorithm for wireless sensor 
networks. 

2. LITERATURE REVIEW 
 

Da Tang et al., [11] have proposed a novel 
multiple cluster-heads routing protocol improved 
on LEACH (MCHRP). The definition of Decision 
Function is put forward in their algorithm according 
to the information of sensor nodes’ remaining 
energy, location and frequency once selected as 
cluster-heads. In MCHRP algorithm, for the first 
time they present the definition of Decision 
Function computed by information of location, 
remaining energy and frequency once selected as 
Main Cluster head, Vice Cluster-head or 
Alternative Cluster-head. Main Cluster-head, Vice 
Cluster-head and Alternative Cluster-head are 
decided by value of Decision Function and 
respectively take charge of data fusion and data 
transmission. 

Buddha Singh et al., [12] have proposed Particle 
Swarm Optimization (PSO) approach for 
generating energy-aware clusters by optimal 
selection of cluster heads. The PSO eventually 

reduces the cost of locating optimal position for the 
head nodes in a cluster. In addition, they have 
implemented the PSO-based approach within the 
cluster rather than base station, which makes it a 
semi-distributed method. The selection criteria of 
the objective function are based on the residual 
energy, intra-cluster distance, node degree and head 
count of the probable cluster heads. Furthermore, 
influence of the expected number of packet 
retransmissions along the estimated path towards 
the cluster head is also reflected in our proposed 
energy consumption model. 

Levente Buttyan et al., [13] have proposed the 
first private cluster head election protocol. Our 
protocol is rather simple and it is suitable for both 
locations based and topology based clustering. 
They also proposed a useful extension to our basic 
protocol. While their protocol can resist against a 
passive observer, it is vulnerable to active attacks, 
in particular, to physical tampering of the nodes. 
More specifically, if an adversary physically 
compromises a sensor node, then it can learn all its 
state information, including the identifier of the 
cluster head node with which the compromised 
node is associated.  

Zhonghua Wang et al., [15] have proposed a 
novel double cluster-head routing policy based on 
clustering hierarchy routing. According to 
balancing the number of neighbor nodes, surplus 
energy and distance weights, we adopt first and 
second cluster-head mode. Cluster heads are 
responsible for data collection and transmission 
respectively. This mechanism could avoid high 
energy consumption in single cluster head and 
“false” death phenomenon.  

3. PROPOSED SOLUTION 
 
3.1 Overview 
 

In this paper, we propose an energy efficient 
double cluster head selection algorithm for wireless 
sensor network. In this technique, two cluster heads 
namely main and sub-ordinate cluster heads are 
selected based on the parameters such as residual 
energy, minimum average distance from the 
member, nodes timer and node degree using 
particle swarm optimization technique. When a 
source node wants to transmit a data to sink, an 
energy efficient routing protocol is used. In this 
technique, the routes are established based on the 
expected number of retransmissions and link failure 
probability.  
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3.2 Estimation of Metrics 
 
3.2.1 Residual energy 
 

The residual energy (Eres) of each node (Ni) after 
performing one data communication is estimated 
using following formula. [16] 

Eres = Ei – (Etx + Erx)   (3) 
Where Ei = Initial energy of the node  

Etx & Erx = energy utilized at the time of 
transmission and reception of data.  

3.2.2 Distance 
 

The minimum average distance among the sensor 
nodes is defined as the product of transmission 
range and corresponding hop counts. [17] It is 
given using Eq. (4)     

 D = Txr*HC   (4) 
Where Txr = transmission range  

HC = hop count among the nodes.  

Txr is computed using Friss free space formula 
which is given below. [18]  

 Txr = [
rx

tx

P

P ||1(***
[*

4

2εβα
π

η −
 (5) 

      Where  
      η - operation wavelength  

      Ptx = Power transmitted by the sensor    
      Prx = Sensitivity of the receiver  
     α   = transmitter gain  

     β  = receiver gain  

      ε  = reflected power co-efficient of receiving 
antenna 
3.2.3 Nodes Timer 
 

The nodes timer is used while selecting the 
cluster head which is used to reduce the 
transmission of competing message of single node 
twice. Each node in the network can send the 
cluster head election message at time t1 or t2 which 
is expressed using the following equation [14]  

T1 = τ**
2 res

arLCH
E

ET
, Eres ≥ Ear    (6)  

T2 = 
ar

resLCH
LCH E

ET
T *

2
− , Eres < Ear      (7) 

LCHT  = lasting time of electing CH and it is pre-

defined 

Eres = residual energy of the node 

τ = randomly generated real values distributed 
in the range [0.9, 1]  

3.2.4 Node Degree 
 

Node density (ND) is closely linked with the 
node degree which reveals the number of 
neighbors. It is used to find the average distance of 
neighbor nodes that are connected to the nodes. 
[19]  

ND =
ςπ *

_ DegN
             (8) 

ς = communication range 

3.2.5 Expected number of re-transmissions 
 

Let K is the number of links among the member 
nodes and cluster head. This reveals that K number 
of transmissions is required to deliver the packets 
successfully to CH.  

Let PF be the link failure probability 

Let O be the number of successful data delivery 
attempts 

Probability of K successful transmission (i.e. 
end-to-end data delivery to CH) = (1- PF)

K.  

Probability of at least one unsuccessful data 
delivery = 1-(1- PF)

K.  

Hence n failure count after one successful data 
delivery is given by  

P [O= n] = [1-(1- PF)
K]n-1* (1- PF)

K       (9) 

The expected number of re-transmissions leading 
to one successful data delivery is estimated using 
the following equation. 

ERTx = 
h

FP )1(

1

−
   (10) 

Where h = hop count = 
KTxr

Rc

min3

2
 (11) 

            Rc = cluster radius  

Txrmin = minimum transmission range 

2Rc/3 K = Dexp = Expected distance from 
cluster member to cluster head. 

3.3 Clustering  
 

After the sensor nodes are uniformly distributed 
within the network, a PSO based clustering 
technique is applied which is discussed using the 
following steps 
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1) Swarm particles (SPi) are initialized in the 
deployed network such that the particle’s 
position is randomly dispersed in space. 
Each SPi represents a search window 
equivalent to the nodes position and 
velocity (Pi, Vi). 

2) Each SPi monitors the parameters of each 
node that includes the residual energy, 
minimum average distance from the 
member, nodes timer and node degree 
(Estimated in section 3.2.1-3.2.4)   

3) Based on the monitored parameters, fitness 
function (Fi) of each particle is estimated 
based on below Eq. (13)   

            Fi = 1α f1(i) + 2α f2(i) + 3α f3(i) + 4α f4(i)

                                                       (12) 

f1(i) =  
iresE  

f2(i) = 1/Di  
f3(i) = 1/NTi 
f4(i) = NDi 

          i.e. Fi = 
)*()/(

)/()*(

4i3

21

i

res

NDNT

DE
ii

αα
αα

++

+
 (13) 

where 1α , 2α , 3α and 4α  are weight values. 

4) The local best (Pbi) and global best (Pgi) 
value of fitness and position of each 
particles is estimated. (Described in 
section 1.4) 

5) The position of Pbi and Pgi based on 
following condition 
i) If Fi >Fi (Pbi) 

Then  
Update the position of Pbi with the fitness 

value Fi 
End if  
ii)  If Fi > Fi(Pgi) 
Then  
Update the position of Pgi with fitness 

value Fi 
End if  

6) The velocity and position of each particle 
is updated using Eq (1) and (2) 

7) The value updated in the global best 
particle is considered as the best value and 
the respective node is chosen as the main 
cluster head (CHM). 

8) The next best global value corresponds to 
the sub-ordinate cluster head (CHS) 

9) CHM transmits the message that contains 
details about the CHM and CHS. 

10) The data flow from nodes to sink occurs in 
the following manner 

Sensor node → CHM →  
CHS→ Sink  

The above routing process in step 10 is explained 
in the forthcoming section 3.4  

 

 

 
Figure.1.Clustering Technique 

 
3.5 Energy Efficient Routing Protocol 
 

In this protocol, intra and inter-cluster routes are 
established based on the expected number of re-
transmissions and link failure probability.    

Let U_REQ be the upload request message  
Let U_INT be the intimation of received upload 
request.  
Let D_Agg be the data aggregation message  
Let CMi be the cluster member nodes 
Let DP be the data packet  
Let DAG be the aggregated data 

1) Sink node sends a U_REQ to CHS to 
upload the data collected from the sensor 
nodes.  

Sink  → REQU _ CHSi  
 CHS upon receiving U_REQ transmits the 

U_INT message to CHM. 

CHSi  → INTU _  CHMi  



Journal of Theoretical and Applied Information Technology 
 20th December 2013. Vol. 58 No.2 

© 2005 - 2013 JATIT & LLS. All rights reserved.  

 
ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
377 

 

2) CHM upon receiving request message 
broaPSO-DHst the D_Agg message to all 
its cluster members. 

  CHMi  → AGGD _ CMi 

3) Prior to data transmission, the expected 
number of re-transmissions leading to one 
successful data delivery is estimated 
(described in section 3.2.5). This prevents 
the energy wastage. 

4) Then, every CMi transmits the data packet 
to the CHM. 

CMi →DP CHMi  
5) CHM processes DP and aggregates the 

gathered data and transmits it to CHSi 

CHMi  →DAG  CHSi 

6) CHSi forwards the data towards the sink. 

CHSi  →DAG Sink 
 

Energy consumed for packet transmission  
 

The total energy spent during packet delivery 
operation is given by the following equation 

Es = h * Etx-rx-s + ERTx   (14) 
Where  Etx-rx-s = energy used by the sensor 

node during transmission, reception and in sleep 
mode.  

Advantage of this approach 
 

• Energy consumption is reduced 
• Overhead is minimized. 
• Network lifetime is increased 
• The two selected cluster heads minimizes 

the network workload.  
 
4. SIMULATION RESULTS 
 
4.1 Simulation Model and Parameters 
 

The Network Simulator (NS-2) [20], is used to 
simulate the proposed architecture. In the 
simulation, 50 mobile nodes move in a 1000 meter 
x 1000 meter region for 50 seconds of simulation 
time. All nodes have the same transmission range 
of 250 meters. The simulated traffic is Constant Bit 
Rate (CBR).  In our simulation, 4 source nodes 
send their sensor data to the sink. We have two 
jamming attack nodes along the same channel. 

 

 

 

The simulation settings and parameters are 
summarized in table. 

Number of Nodes 50 
Area Size 1000 X 1000 

Mac IEEE 802.11 
Transmission Range 250m 

Simulation Time 10,20,30,40 and 
50 sec 

Traffic Source CBR 
Packet Size 512 

Rate 100,200,300,400 
and 500kb 

Initial Energy 20.1J 
Transmission Power 0.660 

Receiving Power 0.395 
 

4.2 Performance Metrics 
 

The proposed Swarm Energy Efficient Double 
Cluster Head Selection Algorithm (EEPSO-DH) is 
compared with the Double cluster-head clustering 
algorithm using PSO (PSO-DH) technique [15]. 
The performance is evaluated mainly, according to 
the following metrics. 

� Packet Delivery Ratio: It is the ratio 
between the number of packets received 
and the number of packets sent. 

� Packet Drop:  It refers the average 
number of packets dropped during the 
transmission 

� Delay: It is the time taken by the nodes to 
transmit the data packets to the receiver. 

� Energy Consumption: It is the amount of 
energy consumed by the nodes to transmit 
the data packets to the receiver. 

 
4.3 Results 
 
1)  Based on Rate 
 

In our first experiment we vary the transmission 
rate as 100,200,300,400 and 500Kb. 

Rate Vs Delay
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Figure 2: Rate Vs Delay 
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Figure 3: Rate Vs Delivery Ratio 
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Figure 5: Rate Vs Energy Consumption 
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Figure 6: Rate Vs Throughput 

 
Figure 2 shows the end-to-end delay of EEPSO-

DH and PSO-DH techniques for different 
transmission rate scenario. We can conclude that 
the end-to-end delay of our proposed EEPSO-DH 
approach has 13% of less than PSO-DH approach. 

Figure 3 shows the delivery ratio of EEPSO-DH 
and PSO-DH techniques for different transmission 
rate scenario. We can conclude that the delivery 

ratio of our proposed EEPSO-DH approach has 
45% of higher than PSO-DH approach. 

Figure 4 shows the packet drop of EEPSO-DH 
and PSO-DH techniques for different transmission 
rate scenario. We can conclude that the packet drop 
of our proposed EEPSO-DH approach has 13% of 
less than PSO-DH approach. 

Figure 5 shows the energy consumption of 
EEPSO-DH and PSO-DH techniques for different 
transmission rate scenario. We can conclude that 
the energy consumption of our proposed EEPSO-
DH approach has 4% of less than PSO-DH 
approach. 

Figure 6 shows the throughput of EEPSO-DH 
and PSO-DH techniques for different transmission 
rate scenario. We can conclude that the throughput 
of our proposed EEPSO-DH approach has 62% of 
higher than PSO-DH approach. 

2) Based on Time 
 

In our second experiment we vary the simulation 
time as 10,20,30,40 and 50 sec. 
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Figure 7: Time Vs Delay 
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Figure 8: Time Vs Delivery Ratio 
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Figure 9: Time Vs Drop 
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Figure 10: Time Vs Energy Consumption 
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Figure 11: Time Vs Throughput 

 
Figure 7 shows the end-to-end delay of EEPSO-

DH and PSO-DH techniques for different time 
scenario. We can conclude that the end-to-end 
delay of our proposed EEPSO-DH approach has 
21% of less than PSO-DH approach. 

Figure 8 shows the delivery ratio of EEPSO-DH 
and PSO-DH techniques for different time scenario. 
We can conclude that the delivery ratio of our 
proposed EEPSO-DH approach has 24% of higher 
than PSO-DH approach. 

Figure 9 shows the packet drop of EEPSO-DH 
and PSO-DH techniques for different time scenario. 
We can conclude that the packet drop of our 
proposed EEPSO-DH approach has 17% of less 
than PSO-DH approach. 

Figure 10 shows the energy consumption of 
EEPSO-DH and PSO-DH techniques for different 
time scenario. We can conclude that the energy 
consumption of our proposed EEPSO-DH approach 
has 5% of less than PSO-DH approach. 

Figure 11 shows the throughput of EEPSO-DH 
and PSO-DH techniques for different time scenario. 
We can conclude that the throughput of our 
proposed EEPSO-DH approach has 38% of higher 
than PSO-DH approach. 

5. CONCLUSION 
 

In this paper, we have proposed an energy 
efficient double cluster head selection algorithm for 
wireless sensor network. In this technique, two 
cluster heads namely main and sub-ordinate cluster 
heads are selected based on the parameters such as 
residual energy, minimum average distance from 
the member, nodes timer and node degree using 
particle swarm optimization technique. When a 
source node wants to transmit a data to sink, energy 
efficient routing protocol is used based on the 
parameters such as the expected number of 
retransmissions and link failure probability. In this 
technique, each cluster member node sends the data 
to main cluster head. The aggregated data from the 
main cluster head is transmitted to sink through 
sub-ordinate cluster head. By simulation results, we 
have shown that the proposed technique enhances 
the network lifetime and reduces the network 
overload.  
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