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ABSTRACT 
 

In this paper, a number of similarity measurements have been developed, namely: Sum of Absolute 
Difference (OSAD), Sum of Square Difference (SSD) and Normalized Cross Correlation (NCC) in order to 
measure the correlation between the input image and the template image. In addition, two metrics were 
proposed, specifically: Sum Square T-distribution Normalized (SSTN) and Chi-Square distribution (Chi2) 
by which to measure matching between the two images. The result showed that optimized measurements 
overcome any drawbacks of NCC. Moreover, our results show SSTN and Chi2 as having the highest 
performance compared with other measurements. Sets of faces including: Yale, MIT-CBCL, BioID, Indian 
and Caltech were used to evaluate our techniques with success localization accuracy of up to 100%. 
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1. INTRODUCTION  
      
     The concept of face recognition has caught the 
attention of many researchers over the last few 
decades. As a result, numerous research efforts have 
been conducted on a wide range of facial biometrics 
[17] to introduce reliable features for many 
applications such as: security systems, E-
government, object tracking, etc. Before extracting 
these features, there is a need to determine the 
region of interest (ROI) which contains only the 
face, since some parts of the input images are not 
needed for the recognition process. In real-time face 
recognition systems, locating faces in the input 
image should be fast and accurate. Thus, the need to 
introduce a face localization method with less 
complexity has arisen. Essentially, face localization 
is considered as the first step whenever a 
specialized case of face detection is involved. With 
regard to the face localization problem, an existing 
face already exists in the input image and the goal is 
to determine the location of the face. In other 
words, it is a matching process between two images 
and it can best be described as follows: input image 
A and template image B from the database to find 
the best matching correlation in image A. However, 
face localization from the input image is considered 
to be a challenging task due to variations in, 
specifically: scale, pose, occlusion, illumination, 
facial expressions and clutter backgrounds. One of 

the important surveys undertaken on face 
recognition and some detection techniques can be 
found in [1]. Recently, an outstanding survey 
concerning relevant literature studies of face 
detection and localization was authored by Yang et 
al. [2]. The survey covered the problems of 
detection and clearly highlighted a research gap. 
Moreover, it introduced some solutions for these 
existing problems. Another critical survey can be 
found in [12]. Recently, a template matching 
approach demonstrated its superiority against other 
face localization methods. The most popular 
template matching methods are similarity 
measurements such as: sum of absolute difference 
(SAD), sum of squared difference (SSD) and 
normalized cross correlation (NCC). These methods 
are fast and simple (qualities which are required for 
real time systems); however, they still show a 
weakness against images with high illumination. 
Thus the need to optimize the existing measurement 
to increase the matching process rises. Also, the 
application of a new similarity measurement will 
represent a strong addition to the template matching 
approach.         
    In this paper, a number of similarity 
measurements have been optimized so as to 
compute the similarity matching between the face 
template and rectangular blocks of the input image 
used to locate the face. Further, new similarity 
measurements are proposed and compared with the 
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existing measurements as well as other face 
localization methods.  
     The rest of this paper is organized as follows: in 
the following section we explain related and 
previous works and highlight the research gaps in 
the localization problem. In Section 3, we introduce 
the proposed method. In Section 4, experimental 
results and comparisons with (the) recent methods 
will be presented; while the last section is allocated 
for the conclusion and recommendation for further 
studies. 
 
2. RELATED WORK  
      
     With regard to extant literature studies, face 
detection (localization) methods are classified into 
four main categories as follows: Knowledge-based 
method [3], Feature invariant method [4-13], 
Template matching method [5-15] and Appearance-
based method [6-14]. Template matching 
approaches have been widely used for face 
localization due to their accuracy and 
appropriateness for real-time systems [15]. In such 
approaches, the first step is to create a template 
based on human face criteria stored in the system 
database. Later, correlations between the stored 
template and the input image parts are computed so 
as to locate the faces. The advantages of these 
methods lie in the fact that they are, specifically: 
resistant to noise, simple to implement and do not 
require a significant length of time to locate the 
candidates’ faces from the input images [7]. 
However, it is not sufficient for locating faces in 
images with clutter background and illumination, 
because of some image parts appear as face location 
regarding to image variations. One of the simplest 
methods of the template-matching approach is to 
gather set face samples in order to obtain an average 
face and then save them in the database as a 
template. Later, for the localization process, the 
template is then called up and passed through the 
input image and the image block; the highest 
similarity correlation score is supposed to be the 
correct face location. Using this method, the process 
can be called the filter match method where the 
input image constantly convolves or interacts with a 
flipped version of the average face as a filter. 
Statistically, filter matching assumes additive white 
Gaussian noise (AWGN) which is very detrimental 
for image variations such as clutter background, 
illumination and expressions [7]. To reduce the 
effect of high face variation problems, the 
Eigenface approach is adopted to enhance matched 
filter performance [8]. This enables linear 
combination for Eigenfaces of the average face and 

also assumes that each face should be closed to this 
linear combination. Nevertheless, the Eigenface 
approach has problems which are reflected in the 
variations of the face, as well as in noise [9]. Due to 
this problem, there is always some localization error 
where non-face blocks may provide high matching 
similarity to the linear combination of the average 
face and its Eigenfaces are subsequently more than 
face blocks. Therefore, the Eigenface method can 
render a good detection rate when the noise is 
composed of white-noised clutter. Meng et al. [7] 
proposed a new method to localize human faces 
using linear discriminants from grey scale images. 
To minimize the Bayesian error, they developed an 
optimal discriminant template by modelling faces 
and non-faces as Gaussian distribution. In addition, 
they compared their results with the matched filter 
and the Eigenface methods and obtained a result of 
92.7% using the University of Michigan’s face 
database. Some researchers used another method to 
locate faces in the input images by using face 
anthropometric templates such as eyes, mouth and 
nose. Campadelli et al [16] introduced a beneficial 
survey relating to face location using an 
anthropometric template based on the eye as a 
reference.    
     One of the more widely-used methods to 
compute the correlation between two images is 
through the use of similarity measurements such as 
Normalized Cross Correlation (NCC) [10-11]. 
However, NCC still does not give suitable matching 
accuracy because the variation in illumination and 
clutter background sometimes produces 
mismatching face localizations. This problem can 
be eliminated by using a filtering process which   
changes the properties of the image and increases 
the similarity process which will reflect on the 
localization accuracy. Huaibin et al [18] proposed a 
new method based on an anisotropic filter, for 
de-noising and smoothing images which can also be 
used for edge detection; however, it is still not 
entirely effective for images having illumination 
and clutter background variations. 
 
3. PROPOSED METHOD 
     
    In this paper, a number of optimized metrics are 
used to measure the similarity correlation between 
the template image and the dynamic window 
through the input image. The image window then 
corresponds to the minimum value in the record 
matrix which will be extracted as the face region. 
Actually, those metrics optimize the Sum of 
Absolute Difference (SAD) and Sum of Square 
Difference (SSD) metrics which are widely used in 
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video tracking and image compressing; it is a 
simple procedure and very easy to implement in 
order to find a relationship between two images. 
The idea of those metrics is based on calculating the 
difference between each element in the template 
image corresponding element in the dynamic 
window through the input image. The absolute or 
square values of the difference will be calculated 
and gathered together. There are many applications 
for SAD and SSD including: motion estimation, 
object recognition and video compression.  
     As the first step in the proposed method, the 
template face will be created by gathering together 
a set of faces from the users of the system as shown 
in Figure1.  

 
Figure 1:  Template Face 

 
A number of similarity measurements will then be 
used to measure correlation between the two 
images. The process in Figure 2 can provide an 
example of SAD and SSD methods after the 
subtraction of the two matrixes. In the resulting 
matrix there are some negative values. Therefore, 
we will take the absolute value of all matrix 
elements and then sum up these elements. The 
result of this summation gives SAD between the 
image window and face template image. SAD can 
be computed by using the equation below: 
Suppose we have three matrixes (see Figure 2): 

 
Figure 2: The difference of two matrixes 
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SSD of the two 
matrixes=25+1+9+4+0+25+1+1+64=130 
In contrast with the other common correlation-
based similarity methods, namely: Normalized 

Cross Correlation (NCC) and Sum of Hamming 
Distances (SHD), SAD and SSD are very simple 
and more accurate as well as being also less 
sensitive to illumination. However, there are some 
localization errors which may be due to two 
neighbour windows having the face and almost the 
same SAD or SSD. To improve those metrics, we 
need to optimize equations (1) and (2) to find the 
optimum image window that contains the face 
exactly. The following equations give Optimized 
(SAD) and Optimized (SSD): 
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In addition to the previous optimized metrics, two 
optimized error measurement metrics were 
proposed to find the face location in the input 
image. The first metric is the chi-square test which 
can be used to measure the difference between the 
expected frequencies and the observed frequencies 
in one or more categories of faces. In general, the 
chi-square test statistic is calculated as follows:  

∑ −
=

Expected
ExpectedObservedx

2
2 )(

 
(8) 

If the computed test statistic is high, then the 
difference between the observed and the expected is 
significant and the model is deemed poor to fit the 
data. 
In our case, the sample is the set of n human faces, 
mainly frontal faces, noted as below:   

{ }.1, niAS i ≤≤=  
  The expected face model is the dynamic window 
within the image that contains a face, noted as B. 
Chi2 quantifies the similarity between the Joint 
Probability Distribution (dynamic windows) and the 
sample (set of human face). The Chi2 formula for 
these data is defined as follows: 
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where u and v are face sizes and the template is 
defined as being the average of a face image sample 
noted by: 
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We calculated the statistic test for each dynamic 
window in order to find the most likely location of 
any given face, which is the one corresponding to 
the minimum chi-square value. To decrease the 
error of localization, it is better to take into 
consideration the location of lower locals minimum, 
which are close to the global minimum, as 
suspected face locations. 
The second metric is Sum Square of Student’s t-
distribution, which is used to measure the difference 
between the template and the dynamic windows. 
Our assumption in this case is to consider all pixel 
values of image as independent variables and to 
make a decision regarding the face of the dynamic 
windows. If they are of adequate face capability, 
that is sufficient to test the null Hypothesis. 
Dynamic windows are face; against the alternative 
hypothesis, dynamic windows are not face. This can 
be proven by using the following statistic test: 
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Using the Central Limit Theorem and the fact that t-
distribution square of freedom n-1 is Fisher 
distribution of freedom 1 and n-1, the Sum Square 
t-distribution Normalized (SSTN) converges in 
distribution to standard normal distribution: 
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We calculate SSTN for all dynamic windows to 
extract all suspected windows and to be face-
corresponding to the location of the lower locals 
minimum which approaches the global minimum. 
The proposed method can now be summarized as in 
the following diagram (see Figure 3): 

 
Figure 3: Face Localization Using Optimized Metrics 

 
4. RESULT AND DISCUSSION 
      
     During the tests, a number of face datasets were 
used to evaluate the proposed method and included 
Yale [19] and MIT-CBCL [20] databases. A few 
examples of these images are shown in Figures 4 
and 5 below: 

 
Figure4: Samples From Yale Database 

 

 
Figure 5: Samples From MIT-CBCL Dataset For 

Localization 
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     At the beginning, the template image was 
prepared and saved in the system database; the face 
template size used was 100×120 (see Figure 6). The 
similarity between the reference image (template) 
and the target image (dynamic window) was then 
calculated by similarity measurements equations 3 
to 10. Table 1 shows the result of face localization 
established using ten different Statistical 
measurements. The results clearly demonstrate the 
increase in accuracy by using our statistical metrics, 
Chi2, SSTN, in addition to the optimized metrics 
against the other measurements.   

 
Figure 6: Template face 

      
The results in Table 1 clearly show the efficiency of 
the face localization using our statistical metrics, 
which provide accuracy of up to 100%. This result 
gains more importance in the knowledge that our 
algorithm is able to determine precisely the face 
location. Further, it can also establish whether or 
not there is variation in illumination, expressions 
and shade in the input image. In the table, the 
accuracy of the face localization using Chi2, SSTN 
and OSAD (1, 2 and 3) are 100% when using Yale 
dataset. Thus, OSAD overcame the drawback of the 
NC since there is no effect resulting from the 
illumination variation. For the SAD, the accuracy is 
98% which is acceptable in comparison with the 
other metrics. This localization error referring to the 
adjacent windows have almost the same SAD. 
However, these windows have the appropriate face, 
but one of them is more correct than the other. This 
case will produce an error percentage for locating 
the face, but it is only a small localization error. 
Figure 7 shows examples of the face localization by 
using OSAD and SAD on Yale dataset. For the 
SSD, the accuracy is acceptable but its complexity 
is higher than OSAD and SAD, thus the error rate is 
maximized. In addition, if there are two windows 
with pixel values close to each other, SSD  cannot 
be considered as a useful mechanism to determine 
which one is similar to the template. Thus, OSSD (1 
and 2) minimized this complexity and increased the 
accuracy of SSD up to 98%. In the case of NCC, 
there is a significant increase in the error rate and 
that is referring to the illumination problem. Since 
the illumination changed the pixel values of some 

image parts, this will cause the maximum 
percentage of NCC to be in the wrong place. In 
contrast to the SSD error, the error in NCC gives a 
completely wrong location of the face. SHD gives a 
poor localization rate because it normally calculates 
the distance between two strings, not between 
matrices. Therefore, SHD is not useful for face 
localization or detection but it can be used to 
calculate the difference between the signals.  

 
Figure 7: Samples Of Face Localization: OSAD In The 

Top And SAD In The Bottom 
 

Table 1: Comparison Between Similarity Measures And 
The Proposed Metrics On YALE Dataset 

 
      The result in Table 2 showed that the proposed 
metrics achieved high localization accuracy in 

Similarity Measure Accuracy 
(%) 

Sum Square T-distribution 
Normalized (SSTN) 100 

Chi-Square distribution (Chi2) 100 
Optimized Sum of Absolute 

Difference (OSAD1  & OSAD2 & 
OSAD3) 

100 

Optimized Sum of Squared 
Differences (OSSD1 & OSSD2) 98 

Sum of Absolute Differences 
(SAD) 98 

Zero-mean Sum of Absolute 
Differences (ZSAD) 98 

Locally scaled Sum of Absolute 
Differences (LSAD) 98 

Sum of Squared Differences (SSD) 95 
Zero-mean Sum of Squared 

Differences (ZSSD) 95 

Locally-scaled Sum of Squared 
Differences (LSSD) 95 

Normalized Cross Correlation 
(NCC) 80 

Zero-mean Normalized Cross 
Correlation (ZNCC) 80 

Sum of Hamming Distances (SHD) 43 
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comparison with the other metrics on MIT-CBCL 
dataset. Unlike the Yale dataset, the images used in 
this test have variations in the background and the 
face pose.    
 
Table 2: Comparison Between Similarity Measures And 

Proposed Metrics On MIT-CBCL Dataset 

Similarity Measure 
Accuracy 
for Pose 

(%) 

Accuracy 
for Clutter 

Background 
(%) 

SSTN 100 100 
Chi2 100 100 

OSAD1 100 96 
OSAD2 100 96 
OSAD3 100 96 
OSSD1 98 92 
OSSD2 98 92 

SAD 98 94 
ZSAD 98 94 
LSAD 98 94 
SSD 95 89 

ZSSD 95 89 
LSSD 95 89 
NCC 80 73 

ZNCC 80 73 
SHD 43 40 

 
    Table 2 shows the comparison between the 
proposed metrics and other measurements on the 
MIT-CBCL Dataset. In this test, the concern is in 
relation to a high variation in poses from 30 degrees 
left to 30 degrees right, as well as clutter 
background. From Table 2 we can see that a 
template matching using SSNT and Chi2 will not be 
affected by the variation in poses. However, OSAD 
(1, 2 and 3) will not be affected by clutter 
background due to the existence of some objects in 
the background. Consequently, some windows in 
input images will have exactly the same or very 
close classical metrics values as the template image. 
This problem increases the error rate in general and 
then affects the result. This result can be explained 
as follows: calculation of the error of two couples of 
values 1 and 11 then 100 and 110. The error is the 
same for both cases, which is 10, but the relative 
errors are different. Thus, we introduce the idea to 
divide the error by the average of the values. 
     In order to obtain a fair empirical evaluation of 
face localization, it is important to test our 
approaches by using the most commented-upon 
datasets and compare our results with other 
techniques. Although several face localization 
methods have been developed over the past decade, 
only a few of them have been tested on the same 

dataset. Table 3 shows the reported performance 
among several face localization methods on five 
standard datasets. The result shows the performance 
of our Sum Square T-distribution Normalized 
(SSTN) approach over the five datasets and the 
results provide clear evidence that the SSTN 
approach provides high superiority performance 
compared with other techniques. 

 
Table 3: Comparison Between SSTN And Chi2 With 

Other Techniques On Different Databases 

Method DataS
et Result 

Our 
Result 

by 
SSTN 

Our 
Result 

by Chi2 

Orientation 
Template 
Matching 

[24] 

BioID 
databa
se [21] 

94.6% 98.7% 97.2% 

Gradient 
Vector Flow 

[25] 

Indian 
databa
se [22] 

97.2% 100% 100% 

Features 
Invariant 

Method [26] 

Yale 
databa

se 

94.73
% 100% 100% 

Skin Colour 
[27] 

Caltec
h 

databa
se [23] 

93.5% 99.5% 99% 

AdaBoost 
and 

Artificial 
Neural 

Network 
[28] 

MIT-
CBCL 
databa

se 

85.34
% 100% 100% 

      
5. CONCLUSION 

      
     The work in this paper concerns the 
development of similarity measurements methods to 
locate faces in an input image. We examined the 
performance of several measurement methods on 
images with various face situations and image 
illumination changes. In particular, we optimized a 
number of the existing measurement methods and 
two new metrics were proposed to measure the 
relation between the template image and dynamic 
window in the input image as well. A comparison 
between the optimized metrics and other similarity 
measurement metrics shows that optimized metrics 
increase the accuracy of SAD and SSD from 98% 
and 95% respectively up to 100% on the Yale 
dataset and from 90% and 87% up to 100% on the 
MIT-CBCL dataset.  Meanwhile, the other metrics 
achieved high localization results only against 

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 30th November 2013. Vol. 57 No.3 

© 2005 - 2013 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
430 

 

expressions and poses and poor results against 
illumination and small background changes. In 
addition, the proposed error measurement metrics 
achieved high localization accuracy up to 95% and 
96% on BioID and Caltech databases respectively 
as indoor and outdoor localization databases. 
However, the proposed measurements need 
developing against clutter background. Therefore, 
further work will focus on developing these metrics 
to locate faces in the input image with clutter 
background. 
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