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ABSTRACT

This paper presents recent trends and practicdatanmining to handle the rising risks and thréatthe
area of Network security in today’s digital age alistusses the various data mining tools for dasdyais

and prediction, network tools for sniffing and amahg the networks. This paper proposes a supeatvise
learning based Intrusion Detection System (IDSylamtify the intruders, attackers in a network aoslers

the most significant advances and emerging resésscies in the field of data mining in network ségu
This will be beneficial to academicians, industsis and students who incline towards research and
development in the area of data mining in netwedusity.
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1. INTRODUCTION them on.Replying: this is one type of attack that
stores intercept messages then sends these messages
In this digital age, we can’t imagine the worldlater. This attack may be effective even with
without communication. The human beings need tauthenticated and encrypted message<J8&hial of
exchange information for various purposesservice: makes the transmission channels and
Securing the communication is a vast challenge dsystems as busy as possible by sending garbage data
to the raising threats and attacks against netwofér denying the service [5].

security. The knowledge about these attacks is acquired

Securing the network is the major challenge ifrom the huge volume of network data with data
this information era from the various types ofmining tools. This knowledge facilitates the
network threats and attacks [1]. The threats asecurity system to identify the attackers or hasker
classified based on their behaviour suclheakage based on their behaviour in a network. The
unauthorized access of information available in thiehaviour of the attackers and hackers are studied
network [2]. Tampering:modifying the information and identified by two types of learning strategies
without permission of the authorVandalism: namely supervised and unsupervised learning.
making malfunction over a normal execution of a
system. The various types of attacks such as
eavesdropping:collecting the replica information

In data mining based network security approach,
e network sniffing or scanning software collects
wthoutobtaring permision to. e arrer 18 (518 about e actlles o e atacier The
Masquerading:making conversation using throughalgorithm and the predictive model is built. This

others identity without permission of others. .
Message tamperingmodifying and altering the hmacljcdkeelrspred|cts and detects the attackers and

information while travel on the communication
media. Man-in-the-middle attackis a one type of  This paper proposes a supervised learning based
message interfering in which an attacker interrupbtrusion detection system that utilizes the
the very first message in an exchange of encryptedivantages of supervised learning and prediction
keys to establish a secure channel [3][4]. Th&echniques. Also, a detailed discussion on the step
attacker substitutes compromised keys that enalil¢ step procedure of building a predictive model
them to decrypt subsequent messages befarsing data mining tools is presented.

reconfiguring them in the correct keys and passing
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certain rules. These log files are not in
5> METHODOLOGY understandable format [20][21][22].
2.1 Collecting Network Historical and Log Data 2.2 Supervised Learning Algorithms to Learn

The network historical and log data are the  the Historical or Log Data for Building the
network activity data. These data are passively Predictive Model
monitored, scanned and collected through the The collected historical/log data from the
various monitoring mechanisms network are learned by the classification algorghm
[6][71[8][9][10][11][12] are explored as follows:  for building the predictive model to identify the

hackers and attackers. In this section the most

Kismet: Kismet is a scanning tool thatpopular classifiers also called as supervised &arn
uses the 802.11 wireless detectors, and permits cavamely probabilistic algorithm Nave Bayes(NB),
based passive monitoring (RF-mon) to sniff anyree based C4.5(J48) and Instance based IB1
802.11x standard networks. It displays ARHRInstance-based) are described.
(Address Resolution Protocol) and DHCP
(Dynamic Host Configuration Protocol) traffic, to Naive Bayes(NB): This classification
save files in the file format of Wireshark andalgorithm uses Bayes’ theorem and the features of
TCPDump and display level of activity at somethe training dataset as shown in the Table 1 are
different channels. It decodes and measures thssumed as independent to the given class labels fo
real-time traffic signals. Hackers mostly use théuilding the predictive model [23][24]. This
Kismet, since it can be used in any communicatioolassifier relies on discriminant function as séen
network. It helps to detect the intrusions. It rams equation (1):

Mac and Linux the platforms [13][14]. N
f.00=T]P(x 10)PE)
Snoop: Sun Microsystems developed a i=

common intrusion detection sniffing tool ‘Snoop’ (1)
to function with Solaris platform. It adopts siagl Let the dataset be D with the Features X =
and multiline format to display the results. Itf&i (x,, x,, ...%) and the Class C with | labels, €= 1,
IPv4 and IPv6 network packets. This tool is similap, ...N. This algorithm computes the conditional
to TCPDump in displaying and formatting of theprobabilities P(3c) and prior probabilities P{con
files. Snoop is considerably good than TCPdumgiven training dataset to build the predictive mode
because of its user friendly interface [15][16]. P(g) are computed by counting data which present
in the Class label ivides the resultant count
Wireshark: The Gerald Combs developedbased on the number of the training data. The same
first public packet sniffing tool ‘Wireshark’ eagli way is followed to compute the probabilities
known as Ethereal. It is an open source packetrough observed frequency of feature distribution
sniffer and analyzer and licensed by GNU GPin x within the training dataset which is labelled.
(General Public License). It works with theThe posterior probability is computed on each class

FreeBSD, UNIX, Linux, Solaris, OpenBSD, andto predict the unknown labelled data [25][26][27].
Windows platforms [17]. It is user friendly to

capture, filter and analyze packets. This tooldsyv C4.5 (J48): This algorithm uses the
flexible since its log files are in different forina decision tree to build the predictive model. The
[14][18][19]. decision tree is constructed in numerous methods.

All these methods convert the given dataset in to a
TCPdump:The  Lawrence  Berkeley tree structure. The nodes of the tree represent the
National Laboratory developed the TCPdump opefeatures and the edges represent the association
source network scanning and repair tools fopetween the features by value of features the lowes
TCP/IP  (Transmission Control Protocol/Internetevel of the node represents the class label [28].
Protocol) packet networks in 1990. The useRecursively the value of the features are calcdlate
intercepts captures and monitors TCP-IP packetg/ the information gain or entropy measure to
during transmission in a network. It works withconvert the training datasets in to tree structiine
Unix, Linux, Solaris, BSD (Berkeley Softwarelow entropy and high information gain value of
Distribution), Mac and Windows platforms. It usesfeature is selected repetitive node as head node to
the command line to capture and filter log based ogplit the dataset and convert the dataset into tree
structure. The tree structure is used as a rule to
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predict the unlabeled data in prediction Orange: The open source Orange tool
[25][26][27]. contains a variety of machine learning and data

IB1: This algorithm uses the nearestmining algorithms with routines to data exploration
neighbour principle to construct the predictivelt works with Python and C++ it works for the
model. In this approach, the distance between thHenctionalities such as decision trees, attribute
training instance and the given test instance amibset selection, boosting and bagging .It gives a
calculated by the Euclidean distance measure. platform for visual programming to use the visual
more than one instance has the smallest distancecmmponent widgets, this explores the data for
the test instance, the first found instance is usednalysis. The widgets modularity connects the
Nearest neighbor is one of the most significantommunication media to exchange the data packets
learning algorithms; it can be adapted to solvingutomatically for data analysis. This orange isduse
wider problems [29]. Let a dataset D has Xor many data analyzing applications [31].
instances  (XX5,Xs...X,) and F feature
(F1,F2,F3,...Fm) with the class label Cj where R Tool: Initially, the Ihaka and Gentleman
j=1,2...K. This algorithm ranks the distance valugrom University of Auckland, New Zealand
of the neighbouring instances to predict theleveloped R tool in 1996. R provides a platform to
unlabeled data X with the Class label. Theompute the statistics for data analysis. , R work
Euclidean distance measure is used to compute tivith the Unix, Windows, Mac platform. The formal
weight of the neighbours of the instances X. Iis thiwork flow for a data mining task is carried out
way the unlabeled data is predicted by the votinthrough the following steps [32].

for the weight to calculate the nearest neighboiirs » Load a Dataset and select features

the particular class to predict the unknown data. « Explore the data in understandable format
This method is not relay on prior probability as NB « Distribution of Test

algorithms. computation cost is high when the « Transform the data to suit the modeling

numbers of instance are more since the distance « Build the Models
measure is computationally costly. Hence, the
feature selection algorithm are used to reduced the
dimensionality for the training dataset to effeetiv
the computational cost of this algorithm [26][27].

+ Evaluate the models with dataset
Review the Log in data mining task.

Keen Tool: The Keen (Knowledge
Extraction based on Evolutionary Learning) carry
. : . outs many data mining tasks includes regression,
In this section, various open source dat upervised, unsupervised and evolutionary learning

mlnéngt_ tools fgrl ar;alymrtlﬁ and | bbu|lld|(|j'19 dthte algorithms. It consist of my library functions fore
predicive — mode or € uniabele al%ng post processing method for data manipulation
classification and prediction are discussed.

and soft computing mythology for helps to the
scientific research in the area of machine leanin

WEKA  (Waikato  Environment  for . i
. . . . It also supports the fuzzy and genetic algorithm to
Knowledge Analysis)The university of Waikato .do research in the area of data mining and various

New Zealand developed this open source tool i N :
X ' . lications related to data analysis [33].
Java technology. This consists of a collection o PP ysis [33]

machine learning algorithms such as Clustering24 Network Security Techniques. M echanisms
Feature selection/Attribute  subset selection,” and Protocols y ques,
Classification, Association Rule mining etc. The NUMErous security techniques

\éVeka. prO\tndes Kfour Iméerfacils namselly ?Xplgrl_elrmechanisms, devices and protocols are available to
xperimenter, - xnowledge oW, oIMpIe Ll gecyre the network from the threats and attacks.
(command-line interface) to work with machlneThe security techniques [34] are Cryptography,
provides a platform for data exploration The{/irtual Pri_vate Netwprk (V-PN) [35], tuqnelling

) d lat ¢ ) ; e[36],_Hash!ng [37],_I_D|g|tal Slgna_ture, Bastion Hc_)st
Experimenter provides a platform to per OrmConflguratlon Certificate Authority to PKI (Public

Experiments for conducting statistical tests amon&ey Infrastructure)[38] and so on. The protection

the _Iearnmg schemes. The Knowledge Flo echanisms and devices are Firewalls, Proxy
provides a Graphical User Interface to mplemenéerver, Demilitarized Zone (DMZ), Intrusion

tSh_e ;‘u(r;tlz_tlmnalltle_z ava|labl_e Iln eXplorer'dTheDetection System [39], Intrusion Prevention
impie provides - a ~simple comman "neSystem, Network access server: Remote

interface to execute the Weka commands [30]. Authentication Dial n User Service

2.3 Data Analysisand Mining Tools
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(RADIUS)[40], Honey pot, Honey net, Antivirus the network sniffing or scanning software. The
Software and so on. The protocols aresupervised learner classifiers learns the collected
SSL(Secured socket layer) to Secure  welhistorical and log data then builds a predictive
SSH(Secure Shell)[41] to Secure telnet and rlogimodel in order to identify the intruders. The
or file transfer, SIMIME to (Secure/Multipurpose constructed predictive model identifies the attaske
Internet Mail Extensions) Secure email [42], Securand prevents the attackers in the particular nétwor
Information Management to Log Management [43]. -~ .
! Phase 1: learning an struction of 1DS{Building Predictive Model)

2.5 Intrusion Detection System (1DS) i

An intrusion occurs when intruder tries to;
gain entry or disrupt the normal operations o
network. Intrusion detection system learns thi
normal activities of the networks and build the
predictive model like human behavioral model [44]...
Based on this model it identifies the intrudersain -
network. Intrusion detection methods classified ag
Signature-based IDS [45], Statistical anomaly-

based IDS, Stateful protocol analysis IDS and Log/

file monitors. \ -
The Signature-based IDS also called as~————— "

“knowledge-based IDS” examines network traffic Figure. 1 Architecture of the proposed

in search of patterns that match Known signatureSupervised learning based intrusion detection

i.e. preconfigured, predetermined attack patterns. system

The bottleneck of this approach is that the neve typ

of attacks must be identified and updated in thE!9uré 1 shows the architecture of the proposed
database and it is a time consuming process. supervised learning based intrusion detection

The statistical anomaly-based DS is alsgystem. This system works in two phases. In first
called as “behaviour-based IDS” [46] . It collectsPhase, the system learns the network historical and
statistical summaries by observing traffic. The®9 data by the supervised leaming classifier NB,
normal period of evaluation establishes 4Bl C4.5 and builds the predictive model. In
performance baseline. The baseline data cafpcond phase, the predictive model detects and
include variables such as host memory or cplylentifies the attackers and hackers in networks.

(Central Processing Unit) usage, network packet

types, and packet quantities. Once the baseline3s |MPLEMENTATION AND SIMULATION
established, The IDS compares the network activitpg THE PROPOSED SUPERVISED
to this baseline. If it exceeds the baseline thet t | EARNING BASED INTRUSION
level is known as “Clipping level”, Then IDS DEDUCTION SYSTEM

system immediately sends an alert to the

administrator. The advantage of this type is it capq g : tal  Set &  Step-By-St
detect new types of attacks, since it looks for P;((F));(;Treg & P DBy

abnormal activity of any type and disadvantage isi 1, qemonstrate the proposed system, an

requires much more overhead and processing ,erimental setup is constructed with the data

capacity than signature based IDS. So, this methofining simulation tool Weka and the network
is not suitable for heavy packet traffic [47][44].  pigtorical data is collected as benchmark training

dataset from the repository with the format ‘arff’
3. PROPOSED SUPERVISED LEARNING (attribute relation file format) format [48] [49T.he
BASED INTRUSION DETECTION supervised learner classifier, NB, IB1 and C4.5 are
SYSTEM deployed to learn the network historical dataset to
build the predictive model and calculate their
The proposed Supervised learning basedccuracy and time taken to build the model.
intrusion deduction system identifies the attacks |4 step-by-step experimental
and hackers in computer networks. This systeM.c ribed below.
collects the historical or log data related network
activities (the behaviors of intruders, warms, sjru Loading the training dataset: The
and attackers) of a particular network by any ohe ¢ollected historical or log data from the network a
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of features from 41 to 500 and instances from 21 .20 .
to 466 as shown in the Table 1 are to train th ~=
supervised learner in order to construct thﬁ#
predictive model. —
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= A Figure 4 Training And Building The Predictive Model
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Figure 2 Loading And Pre-Processing The Dataset

et

Constructing the predictive Model and ™= - e
Testing: The classifier supervised learner C4.5 ismsm=—
chosen to train the dataset as shown in the Figut
3, and trains the dataset as shown in the Figure.4

Lot mode!

e e s v
] g
Ej‘“ Figure 5 Saving The Predictive Model
e ——
B = o
Figure.3 Select Supervised Learning Classifier ‘zfmgw_
The decision tree is constructed to build the
predictive model. The predicted model is saved &
in Figure.5, and the predictive model is loadel
(Figure.6), and the predictive model is deployed a
= =

Figure 6 Loading The Predictive Model
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classification algorithms for learning the network
data and identify the behaviour of the attackeis an
hacker.
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Figure 7 Enabling The Option Output Prediction For

Viewing The Prediction = ‘T”‘:n
ﬁ = Figure 9 Feeding The Testing Dataset For Prediction
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Figure 8 Enabling the output prediction mode = —

supervised learning based intrusion detection
system as shown in Figure7. And enable the outpﬁt
prediction mode to view the predicted unlabele
data as shown in Figure 8. The unlabeled test de=- "~
is fed in to the build predictive model as shown ir =
Figure 9 and configure or evaluated as shown j se=«== C=
Figure 10 the model with the test data to identify === -~
the intrudes or attackers. The attackers or hacke....
are identified as the output of the predictive mode'_ =

as shown in the Figure 11. e
5. DISCUSSIONS AND CONCLUSION

gure 10 Re-Evaluating The Model On The CurrergtTe
Set

%

o e
s s et atvntes Ve

This paper explored and analyzed the¢
various challenges of threats and attacks i
networks in this recent era, various network
sniffing, snooping tools for capturing the network

data and log data for analysis and learning, variot:" (o) o
data mining tools for learning and building the  Figure 717 Predicting and identifving the
predictive models and various supervised learning attackers and intruders.
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Table 1. Experimental Results On Datasets With iegrAlgorithms

Accuracy of Supervised

Time Taken to build Predictive

Datasets learner algorithm in .
model in seconds
Percentage
Name Instances Features NB IB1 J48 NB IB1 J48
Trojan 213 500 91.54 95.77 91.54 0.17 0.03 0.50
Virus 261 500 96.93 96.93 94.25 0.14 0.02 0.50
Worm 230 500 95.65 94.78 95.65 0.12 0.00 0.45
Network_ Attacks 466 41 89.91 98.28 96.56 0.03 0.00 0.05
Average 93.50 96.44 94.50 0.11 0.01 0.37
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A novel supervised learning based unexpectedness measure,” imtelligent

Intrusion detection system has been proposed and
implemented with the supervised learning
algorithm NB, IB1, J48 (C4.5) and simulated by the
data mining tool Weka with standard benchmark7]
training and testing datasets. This simulationltesu
shown in Figure 12 to Figure 15 depict that, in the
experiment of accuracy analysis, the Instance based
learner IB1 produces high accuracy compared to all
other supervised learners. The Naive Bayes NB
comparably gives good accuracy than the Treg8]
based supervised learner J48. The Instance Based
supervise learner takes very less time to buiéd th
predictive model compared to the other supervisd®]
learners and the Naive Bayes NB takes less time to
build the predictive model compared to the Tree
based supervised learner J48. [10]
We hope, this supervised learning based
intrusion detection system provides a suitable way
to identify and detect intruders and hackers if-rea[11]
time networks and this paper is very constructove t
the researchers especially working in the area of
data mining in network security. [12]
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