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ABSTRACT 
 

Pap smear screening is the most successful attempt of medical science and practice for the early detection 
of cervical cancer. Manual analysis of the cervical cells is time consuming, laborious and error prone. This 
paper presents a Neural Network (NN) based system for classifying cervical cells as normal, low-grade 
squamous intra-epithelial lesion (LSIL) and high-grade squamous intra-epithelial lesion (HSIL). The 
system consists of three stages. In the first stage, cervical cells are segmented using the Adaptive Fuzzy 
Moving K-means (AFMKM) clustering algorithm. In the second stage, the feature extraction process is 
performed.  In the third stage, the extracted data is classified using Fuzzy Min-Max (FMM) NN. The 
empirical results show that the proposed method can achieve acceptable results. 
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1. INTRODUCTION  
 
Early diagnosis of cancer cells plays an important 
role the curing process.  The patient usually 
undergoes a series of tests and these tests are 
screened by specialists to diagnose cancer cells.  
Over the past few decades researchers focused their 
attention on producing medical decision support 
systems.  Medical diagnosis problems are viewed 
as pattern recognition problems from the artificial 
intelligence point of view.  Artificial Neural 
Networks (ANNs) are used to tackle pattern 
recognition problem. Indeed, ANNs have the ability 
to integrate data-based analytical techniques such 
as decision and classification theory, and to use 
knowledge-based approaches to provide useful 
information to support the decision making process 
[1]. From the literature, a lot of successful ANN 
applications to medical problems can be found. In 
[1], autonomously learning ANN models were used  
To classify real coronary care unit (CCU) patient 
records and trauma patient records into different 
categories. In [2] a pulmonary disease diagnostic 
system was proposed. The system used real clinical 

data to attempt to treat a whole category of 
distressed body organs. A model selection method 
that used the self-organizing map (SOM) for breast 
cancer diagnosis was demonstrated in [3]. In [4], 
the performances of a number of ANN models for 
breast cancer diagnosis were compared and 
analyzed. A neuromuscular disorder diagnosis 
system that employed two different ANN models 
(supervised and unsupervised) for analyzing 
features selected from electromyography (EMG) 
was presented in [5]. 
In this paper an ANN is used as a decision support 
system for classifying cervical cancer patients.  The 
data collected from the patients are images of their 
cells.  An adaptive Fuzzy Moving K-means 
(AFMKM) clustering algorithm is used to segment 
the images.  The features are extracted from the 
segmented images.  Finally the extracted features 
are fed to an ANN in particular the FMM ANN. 
Figure 1 shows a block diagram for the proposed 
system. 

http://www.jatit.org/
mailto:anas.quteishat@fet.edu.jo
mailto:albatah@jadara.edu.jo
mailto:anwaralmofleh@yahoo.com
mailto:alnabsh1@gmail.com


Journal of Theoretical and Applied Information Technology 
 10th November 2013. Vol. 57 No.1 

© 2005 - 2013 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
49 

 

 
Figure1. Cervical Cancer Computer Vision System 

Stages 
 

2. SEGMENTATION USING AFMKM 
CLUSTERING ALGORITHM 

 

Data clustering is a method used when creating 
groups of objects or clusters in such a way that 
similar objects are grouped together while 
dissimilar objects are segregated in their distinct 
clusters[6].  In digital image segmentation 
applications, the clustering technique is commonly 
used to segment regions of interest [7-9]and/or 
detect borders of objects in an image [10-12].  
Researchers have implemented numerous clustering 
algorithms.  One of the most important and widely 
used algorithms is K-means clustering [13].  The K-
means method is numerical, unsupervised, non-
deterministic, and iterative. It is commonly used in 
computer vision as a form of image segmentation.   

The moving K-means (MKM) clustering 
algorithm proposed by [14] has the capability to 
overcome the three basic problems presented 
earlier.  The algorithm minimizes dead centers and 
center redundancy problems, as well as indirectly 
reduces the effect of a trapped center at the local 
minima. Although the MKM algorithm has been 
proven to minimize aforementioned problems, it 
still has the following drawbacks: 

1. It is sensitive to noise. The worst case that 
may happen is that one cluster or center may 
be assigned as a centroid of a group of noise 
data. 

2. In some cases, clusters or centers are not 
located in the middle or centroid of a group 
of data. Thus, this weakness may lead to 
imprecise results. 

These limitations were solved by [15] which has 
proposed a new clustering algorithm named 
AFMKM.  This algorithm constantly checks the 
fitness of each center during the clustering process. 
If the center cannot satisfy a certain criteria, the 
center will be moved to the group of data with the 
most active center. The AFMKM algorithm has 
introduced the concept of fuzzy logic; the decision 

to let the pixel join a certain center is based on the 
membership function. 
Consider a problem with N data that needs to be 

clustered into cn centers. Here, iv represents the i-

th data and jc
represents the j-th center with 

predetermined initial value, where 
Ni ,...,2,1= and cnj ,...,2,1= . All data are assigned 

to the nearest center based upon Euclidean distance. 
The new position for each center is calculated based 
upon the Equation as follows: 
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For a satisfactory clustering process, the AFMKM 
introduced the fuzzy logic to allow each data 
member to be simultaneously assigned to more than 
one class with different degrees of membership. 
The process can be achieved based on the 
membership function as given by 
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where ikd  is the distance from point k to current 

cluster center i, jkd
 is the distance from point k to 

other cluster centers j, and q is the fuzziness 
exponent where the typical value is 2. After 
specifying the membership for each data and 
applying the fitness calculation process using 
Equation 2, the original relationship among the 
centers has to fulfil the equation as follows:  

)()()()( lksklas CmCmandCfCf >< α
     (4) 

where sC is the cluster with the smallest fitness 

value, lC is the cluster with the largest fitness value, 
aα is a designed small constant with the initial 

value that equals 0α , and 0α  is a designed small 

constant value between 3
10 0 <<α

; )( skCm is the 
membership value of point k  according to the 

smallest centre, and )( lkCm  is the membership 
value of point k  according to the largest centre. 

Classification 
(Fuzzy Min-

Max) 

 

Segmentatio
n (AFMKM) 

Features 
Extraction 

Background 

ytoplasm 

Nucleus 

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 10th November 2013. Vol. 57 No.1 

© 2005 - 2013 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
50 

 

Based on the AFMKM algorithm, if Equation 4 is 

not fulfilled, the members of lC  with values lower 

than lC  are assigned to the nearest cluster 
depending on the maximum membership function 

while the rest remains with lC . Then, the new 
positions of all the existing clusters are recalculated 
according to Equation 1.  Subsequently, the value 

of aα  is updated according to the Equation as 
follows: 

caaa nααα −=     (5) 
To improve the clustering process, the whole 
process has to be repeated until 

)()( lbs CfCf α≥     (6) 

Where bα  is a designed small constant with an 

initial value equal to 0α . 

For each iteration, aα  must be reset to 0α  , and 
bα  is updated based on 

cbbb nααα −=     (7) 

In this paper, the AFMKM clustering algorithm is 
successfully used to segment the ThinPrep® image 
into three regions; i.e. nucleus, cytoplasm and 
background. Thus, the background region will be 
easily eliminated from the image. After the 
segmentation process was completed, nine features 
are extracted from both nucleus and cytoplasm. The 
features are size, grey level, perimeter, red, green, 
blue, intensity1, intensity2 and saturation[16]. 
Intensity1, intensity2 and saturation were computed 
using Equation (8), (9) and (10) respectively [17, 
18]. The extracted features will be fed as input data 
to the intelligent diagnostic part. For this purpose, 
A Modified Fuzzy Min-Max Neural Network with 
a Genetic-Algorithm was used. 

( )BlueGreendIntensity ++= Re3
11    (8)

     
( ) ( ) ( )BlueGreendIntensity 114.0587.0Re299.02 ++=

     (9) 
2
2

2
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Where;  
BlueGreendc 5.05.0Re1 −−=  

BlueGreenc 2
3

2
3

2 +−=  
The next section will describe the FMM ANN used 
to classify the extracted features from the above 
described method. 

 

3.  FUZZY MIN-MAX NEURAL 
NETWORK 

 
The FMM neural network was first introduced by 
Simpson (1992) as a supervised classification 
model.  The network structure is built from 
hyperboxes.  A hyperbox is defined by its minimum 
and maximum points which are created by the input 
patterns.  Figure 1 shows the decision boundary of 
the FMM network in a two-dimensional space.  The 
FMM learning algorithm consists of  three steps: 
expansion, overlapping test, and contraction [19].  
The FMM learning procedure starts by selecting an 
input pattern, and then finding the closest hyperbox 
that matches the input pattern.  The closest 
hyperbox in the FMM model is found by using the 
membership function, which is defined with respect 
to hyperbox min-max points [19]. The membership 
value is calculated using equation (1) [19]: 

( )( )( )∑
=
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    (11) 
where B is the membership function, j is the 
hyperbox, Ah = (ah1, ah2, . . ., ahn) In is the hth 
input pattern, V j = (vj1, vj2, …., vjn) is the 
minimum point for Bj, Wj = (wj1, wj2, . . ., wjn) is 
the maximum point for Bj, and γ is the sensitivity 
parameter that regulates how fast the membership 
values decrease as the distance between Ah and Bj 
increases. The membership function represents the 
degree to which an input pattern fits in the 
hyperbox, and the membership value ranges 
between 0 and 1.  If the pattern does not belong to 
any hyperboxes, even with the expansion process in 
FMM, a new hyperbox will be created to include 
the input pattern.  In other words, FMM entails a 
dynamic network structure with online learning 
capability whereby the number of hyperboxes can 
be increased when necessary; hence avoiding the 
problem of re-training as faced by many neural 
network models with off-line learning capability 
[20-22].  Further details of FMM can be found in 
[19].  Figure 2 shows the boundary line for 
separating two classes using FMM. 
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Figure 2. Example Of FMM Hyperboxes Placed Along 

The Boundary Of A Two-Class Problem 

4. RESULTS AND DISCUSSION 
 
Cervical cancer is a malignant neoplasm arising 
from cells originating in the cervix uteri.  One of 
the most common symptoms of cervical cancer is 
abnormal vaginal bleeding, but in some cases there 
may be no obvious symptoms until the cancer has 
progressed to an advanced stage.[23] Treatment 
usually consists of surgery (including local 
excision) in early stages, and chemotherapy and/or 
radiotherapy in more advanced stages of the 
disease. 
Cancer screening using the Pap smear can identify 
precancerous and potentially precancerous changes 
in cervical cells and tissue. Treatment of high-grade 
changes can prevent the development of cancer in 
many victims. In developed countries, the 
widespread use of cervical screening programs has 
dramatically reduced the incidence of invasive 
cervical cancer.  
A total of 500 reported cases have been used in the 
classification process (376 normal, 79 LSIL and 45 
HSIL), where 60% of the samples have been used 
for training, 20% of the samples have been used for 
prediction and 20% of the samples are used for 
testing. A total of 10 features where extracted using 
the AFMKM feature extraction method described 
above. The reported results are the average of 10 
runs with each run having a different data sequence 
in training.   
Figure (3) shows the training accuracy for the 
FMM NN. As the figure indicates the FMM has a 
perfect 100 % training accuracy over the hyperbox 
size ranging from 0.01 to 0.06.  However the as the 
hyperbox size starts to increase the training 
accuracy starts to deteriorate.  It reaches a 
minimum of 86% when the hyperbox size is 0.95.  

 

 

 

 
Figure 3. Training Accuracy For The Critical Cancer 

Dataset. 
Figure (4) presents the testing accuracy for the 
crivical cancer dataset.  As the figure indicates the 
maximum testing accuracy was 75% at hyperbox 
size of 0.04.  This accuracy is not as high as the one 
for the training accuracy because for such a dataset 
more training samples are needed since it’s a hard 
classification problem.  As the hyperbox size starts 
to increase the testing accuracy will maintain a 
value of 74%.  
 

 
 

Figure 4. Testing Accuracy For The Cervical Cancer 
Dataset. 

 
The number of hyperboxes generated is shown in 
figure 5. As the figure indicates as the hyperbox 
sizes increase the number of hyperboxes decears.  
For instance when the hyperbox size was 0.01 a 
total of 131 hyperboxes where generated, and when 
the hyperbox size was 0.95 it was only 3 
hyperboxes.   
In the testing data set the maximum accuracy (75%) 
was obtained at hyperbox size of 0.04 using 57 
hyperboxes. And the minimum accuracy (74%) was 
obtained using only 3 hyperboxes.  The tradeoff in 
the testing accuracy is the complexity of the 
network, for a less complex network the accuracy 
decreases by 1%, while the network complexity 
deceases by 94.7%. 
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Figure 5. Number Of Hyperboxes Generated. 
 
The accuracy percentage of each class is calculated 
by dividing the summation of the predicted number 
of cells over the summation of the original number 
of samples in each class in all folds. 
 
5. CONCLUSION 
In this paper a decision support system for cervical 
data was presented.  The classification system 
consisted of three stages. The first stage was image 
segmentation using Adaptive Fuzzy Moving K-
means. The second stage was feature extracting 
phase where the feature extraction was used to 
extract meaningful features from the image data.  
The extracted features were then fed to the Fuzzy 
Min-Max neural network.  The classification 
accuracy obtained was 75% using 57 hyperboxes.  
For a less complex network, 3 hyperboxes were 
used to obtain a classification accuracy of 74%.  
The empirical results show that the proposed 
system can be used to classify cervical cancer 
datasets. 
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