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ABSTRACT 
 

The aim of the web page recommendation is to predict the navigation of the users using web usage mining 
technique. In recent days, the researchers are exploring to develop an algorithm for web page 
recommendation using pattern mining model. Here, the data are prepared from the web log file and identify 
the users based on the ip address.  Boid algorithm is used to cluster the logs and the quality and time based 
frequent pattern growth algorithm is used to mine the frequent patterns. Markov model is applied to 
generate the recommendation. The frequent pattern tree is formed by calculating the total support values of 
each web page based on the quality and time duration of the web pages and this frequent pattern tree is used 
to recommend the web page using Markov model. The artificial dataset is generated for experimentation to 
compare the performance of proposed technique with the existing technique. 
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1. INTRODUCTION 
 

In recent days data is developed enormously. To 
examine the data for meaningful information is 
very vital and perceptive task. A key feature for 
many computation applications [8] is data 
examination. Data analysis can be separated into 
two groups exploratory or confirmatory based on 
the availability of data models. But the important 
factor which governs the procedure of data analysis 
is grouping the data based on specific features. 
These grouping of data in computer lingua franca 
are called clustering of data on certain parameters. 
Clustering can be defined as identification of 
groups and the identification of fascinating 
distributions in the data [9]. The demand of 
clustering in large mass of data is the proper 
arrangement of data in a generic way and it can be 
analyzed more easily [2]. To make the web content 
apprehensible by humans and computers is the goal 
of the semantic web. Thus to allow the software 
agents for search and find the desired contents, the 
information and knowledge are shared [10]. 
Therefore, using organizations [11, 12] there is an 
increasing effort in annotating the web pages and 
objects in terms of semantic information. 

Many papers were proposed in medical, 
engineering and biological field [3] based on 
clustering and its application. Diverse algorithms 
were used depending on the application. The most 
common algorithms are K-means algorithm, 
spectral clustering algorithm, hieratic clustering and 
fuzzy c-means clustering. The goal of the K-means 
is to split the P point in N dimension into M 
clusters and to minimize the sum of square [4]. The 
hieratical clustering works on the hierarchy of 
clusters, a binary tree of data that combines same 
group of points is prepared and good insight in data 
is provided by the analysis of this binary tree. The 
fuzzy means allocate a single data into two or more 
groups based on certain features.  

Web mining is one of the successful domains of 
data mining that extracts meaningful and relevant 
data from the World Wide Web [13]. The 
extraction of raw data that is available in the web 
pages is focused by the web content mining which 
is a branch of web mining. Typically, the source 
data contains the textual data like words, tag, etc. in 
the web pages. The web content mining [14] has 
two successful applications which are content based 
categorization and content based ranking of web 
pages. The structure of the web sites is concentrated 
by the web structure mining which is a part of the 
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web mining. The source data primarily includes the 
structural information of the web pages like links to 
the other pages. The web usage mining is also one 
of the branches of web mining that extracts the 
relevant data from the server log files.   

In this paper, a new technique is proposed for 
web page recommendation using Markov model 
which is associated with the quality and time based 
frequency pattern mining. The steps involved in 
new technique are data preparation, clustering, 
mining of constraint association patterns and 
recommendation. In data preparation, preprocessing 
the data is carried out and identifying the user based 
on the ip address. Session is constructed based on 
user interest level for particular website. The biased 
frequency database is generated based on the web 
pages, duration of time and the quality of the web 
page. The clustering is done by the boid algorithm 
which is modified from the bird flocking algorithm. 
The quality and time based frequency pattern 
growth algorithm is used to mine the frequent 
patterns. The frequent pattern tree is formed using 
the total support values of the web pages which are 
calculated using the quality and duration of the web 
page. The recommendation is generated using the 
Markov model based on the frequent pattern tree. 

This paper is organized as follows: the second 
section gives a brief explanation about the related 
works and the third section shows the technique 
which proposed to recommend the web page and 
the fourth section shows the result obtained for this 
technique and it is compared with the existing 
techniques and the fifth section concludes the 
performance of the proposed technique. 

2. RELATED WORKS 
 

Different researchers have presented different 
algorithms for the recommendation of web pages. 
In this section, we have presented some of the 
recent works related to the web page 
recommendation.  

Qingyan Yang et al. [1] have proposed 
personalizing web page recommendation through 
collaborative filtering and topic aware Markov 
model. Their technique could guide the web users 
to identify more useful pages without enquire them. 
It has fascinated more attention in the web mining 
community. They have proposed a personalized 
web page recommendation technique which is 
known as PIGEON through a collaborative filtering 
and a topic aware Markov technique. They 
recommended a graph based iteration algorithm to 
identify the user’s interested topics. They also 

recommended a topic aware Markov model to study 
the user’s navigation patterns that capture both 
temporal and topical relevance of pages to 
recommend the topically coherent pagers. 

R. Forsati et al. [5] have an effective page 
recommendation algorithm based on distributed 
learning automata and weighted association rules. 
They have proposed three algorithms: in their first 
algorithm, they have used distributed learning 
automata to study the behavior of the previous 
users and suggest the pages to the current user 
derived from the learned patterns. They used the 
second algorithm for recommendation by 
introducing a weighted association rule mining 
algorithm. To deal with the unvisited or newly 
added pages are the challenging problem in 
recommendation system. Considering this issue and 
improving the efficiency of the first two algorithms, 
they have presented a hybrid algorithm derived 
from distributed learning automata and suggested 
weighted association rule mining algorithm. They 
have also used the HITS algorithm in the hybrid 
algorithm to extend the recommendation set. 

Jia Li et al. [6] suggested a technique by 
combining usage, content and structure data to 
enhance the web site recommendation. They have 
investigated a web recommender system that 
combines usage data, content data and structure 
data in a web site to create user navigational 
models. These models are fed back into the system 
to recommend users page resources. They also 
proposed an evaluation mechanism to evaluate the 
quality of the recommender systems.       

Xiong Haijun et al. [7] suggested a rough set 
web page recommendation using fuzzy semantic 
log. Their technique first alters the access logs in 
the web into fuzzy semantic logs and then matches 
the current session with the rules founded and 
eventually provides the recommendation set of web 
pages to the users. They have used the backward 
path ratio technique to evaluate the effectiveness of 
the algorithm. 

Mingyu Lu et al. [18] have proposed an 
association based technique for web page 
recommendation. Their motto is to create 
recommendatory web page links for the user 
derived from the data associated with users query. 
The meaning and variety of association are 
introduced and the technique to realize web page 
recommendation derived from the generated 
associational data related with users query is 
explained. 
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3. QUALITY AND TIME BASED FP MINING 
FOR WEB RECOMMENDATION USING 
MARKOV MODEL 

 
This section explains the detailed description of 

proposed method to recommend the web page. The 
Fig.1 shows the sample block diagram which 
explains the process of proposed technique. 

 
Fig.1 Block Diagram of our Proposed Technique 

 
3.1. Preprocessing 

This section details the preprocessing of web log 
file which is used as input for the new technique. 
The format of the web log file is as follows: IP 
address, access time, HTTP request type used, URL 
of the referring page and the browser name. A 
sample web log file is as follows: 192.167.28.11 
[28/Sep/2012:10:24:30] “GET / HTTP/1.1” 
“http://www.loganalyzer.net“Safari/3.2.2 Windows 
07. Initially, web logs are preprocessed for applying 
the mining process.  

3.1.1. Identifying User 
This is an important step to classify the user. The 

user is classified based on the IP address and the 
session which the IP address is used. Therefore, the 
IP address and the session are used to classify the 
unique user. The time period is set to classify the 
unique users from the same IP address. When the 
time period gets end, the transaction of the current 
user will get end and from the next second the new 
user’s session will get start. The transaction is 
formed based on this procedure from the web log 
file. 

3.1.2. Biased Frequency Database Generation 
This database is generated based on the web 

pages which the users visited and the time duration 
which the users spend to view those web pages and 
the quality of those web pages which is based on 
the rate that the users gave. This database would be 
in two sections; the first section contains the web 
pages which are visited by the users and the second 
section contains the time duration and quality of the 
web pages based on the first section. 

           { }ni pppBFD ,,........., 21=  

{ }nnj qtqtqtBFD ,,........., 2211=  
 

Where, 
 

p   Web Pages 
t     Duration of time spent for the web page p  
q   Quality based on user rating of web page p  
 
Table.1 Sample Database Contains The Users With The 

Web Pages visited by them 
Users Web Pages Visited 

1U  hojbnw ,,,,,  

2U  kwbsn ,,,,  

3U  cmws ,,,  

4U  gibs ,,,  

5U  vkdbwn ,,,,,  

 
Table.2 Sample Database With The Values Of Time 

Duration And quality 
Users (time duration, quality) 

1U  (11, 4.2), (15, 3.8), (13, 4.5), (22, 2.5), 
(18, 2.8), (14, 3.5) 

2U  (18, 4.2), (16, 3.4), (23, 4.5), (20, 5), 
(24, 4.4) 

3U  (22, 4.8), (16, 3.9), (11, 3.1), (13, 1.5) 

4U  (23, 4.7), (17, 4.0), (11, 2.7), (18, 3.6) 

5U  (13, 2.4), (18, 3.3), (19, 4.0), (17, 3.7), 
(15, 4), (23, 4.6) 

 
The Table.1 shows the sample database which 

contains the users and the web pages which were 
visited by them. The Table.2 shows the sample 
database that contains the respective values of time 
duration and quality of the web pages visited by the 
users on Table.1. 

3.1.3. Parameters taken for Biased Frequency 
Database Generation 

This section details about the parameters which 
are considered to generate the biased frequency 
database. The parameters taken to generate the 
biased frequency database is duration of time spend 
on a particular web page by the user and the quality 
of the web page which is based on the user given 
rate. 

The duration of time spend on a particular web 
page by a user is one of the important field to 
identify the preference of the web page. Because if 
a web page has more importance, the user would 
access it for a long time and it shows the interest of 
that user on that particular web page. So, these 
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parameters are applied to generate the biased 
frequency database effectively. 

Another parameter which is considered to 
generate the biased frequency database is quality of 
the web page which is based on the user given rate. 
The rate which user gives is based on the user’s 
desire. The rating points would be amid zero and 
five. If the web page got more five points by 
diverse users, then that web is considered as most 
desired web page by different users. So this is also 
an important factor which is considered to generate 
the biased frequency database. 

3.2. Boid Algorithm for Clustering the Logs 
The Boid algorithm is used to group the 

websites. The boids are considered as moving data 
points and hence the clustering should be 
considered in diverse manner. The parameters used 
to cluster the boids are affinity and centroid based 
calculation. If there are n number of objects, then 
there would be n number of boids considered in a 
dataset.  

1 2[ , ,..., ]nD x x x=  

Where, D denotes the dataset and x denotes the 
boids in the dataset and n is the number of boids. 

3.2.1. Affinity Calculation 
The affinity value defines relationship of two 

boids which has the similarities amid same objects. 
The similarity amid the related objects is indicated 
quantitatively by the affinity amid the two boids. 
The affinity amid the related boids is high, if it has 
more similar objects. To group the data the boids 
algorithm uses the affinities of boids as an 
important parameter. The affinities amid two boids 
are calculated using the following formula: 

( ) 












−= ∑

=

L

k
jkikij yxA

1

2  

Where, 

ji yx ,   boids considered for similarity           

                 calculation 
L   Total length between ix and jy

 
 
3.2.2. Centroid rule and Merging rule 

Every boid travelling in the environment is 
considered as centroid and each centroid has many 
objects as per their similarities. For instance, if a 
database has hundred objects, the algorithm will 
have hundred boids at first and each cluster 
contains single object. A probabilistic rule is then 

applied to merge centroid. Another probabilistic 
rule is also applied to create new centroid, to split 
the previously merged groups and to form two 
discrete groups.  

To merge two boids into single centroid, the 
merging centroid rule is used. Initially, each group 
has single object in the database. When two boids 
are within the sight area of each other, the 
probability xyPm of two groups x and y are 

merge as a single group. The probability is 
proportional to the affinity amid the two boids.  

( )
2

1∑ = −= n
i iixy yxPm  

 

When two boids merge, one boid get disappear 
from the environment. But sometimes it is possible 
that the merged boid may not belong to the same 
group and it may get divide from that group. To 
exclude that problem, a new rule is introduced to 
create a new centroid. When two or more objectes 
are grouped, there is a probability that one of them 
leaves the group and return to the environment to 
look for a new group. The probability of an 
individual leaving its cluster is proportional to the 
difference between its affinity with the current 
group and its greater affinity with the other groups. 
Initially, the current affinity with its group ( cag ) 
is estimated by finding the affinity between the 
boid and the centroid of the group which it belongs. 
Then it calculates the affinity of this boid with the 
centers of all the other groups and the highest one is 
named as gag  (greatest affinity group). The 

probability iP of the boid leaving the group is 
directly proportional to the difference between 
cag and gag . 

( )∑ = −= n
i ii cbcag 1

2  

( )∑ = −= n
i ii gbgag 1

2  

caggagPi −=  
 

From the above formulas, b is the object that is 
represented by the boid, c is the centroid (average 
values) of the current group and g is the centroid 

of the group with greatest affinity with b . If the 
value of the object changes, this rule reflects this 
change and it may remove the object from its 
current group.  
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3.2.3. New Separation, Alignment and 
Cohesion Rules 

According to the new rules, the three behavioral 
rules are redefined. The rules are redefined based 
on their affinity value. The rules are as follows: 

• Separation rule is defined as the strength of the 
separation between two boids is inversely 
proportional to the affinity between the boids. If the 
value of affinity is less, the separation force 
between them is high. 
• Alignment rule is defined as the degree of 
alignment varies with respect to the affinity 
between the boids. If the affinity value between the 
boids is high, the alignment between them is 
harder. 
• Cohesion rule is defined as the strength of 
cohesion varies with respect to the boids affinity 
value. If the affinity value is high, the cohesion is 
stronger. 
 
3.3. Q and T based FP-Growth Algorithm 

The Frequent Pattern Growth algorithm is 
abbreviated as FP-Growth algorithm which is used 
to mine the frequent patterns. Here, the total 
support values for each web page are calculated to 
mine the frequent patterns. The total support value 
is calculated based on the quality and time of the 
web pages and the formula to find the total support 
value is as follows: 

( )
3

qtf SSS
TSV

++
=  

Where, 
 
TSV   Total Support Value 

fS  Support value of frequency for the web   

                 page p  

tS  Support value of duration of time spent  
                for the web page p  

qS  Support value of quality for the web  

                 page p  
 

The support value of the frequency would be 
either in zero or one based on the number of times 
that a particular user visited a particular web page. 
The support value of the duration of time visited for 
a particular web page on a particular user is 
calculated by dividing the duration of time spend 
for a web page by the maximum duration of time 
spend for that web page among the whole user. The 
support value of quality is calculated by dividing 

the quality value of a web page with its maximum 
quality value among the whole user. 

 The total support values which are calculated 
using the quality and time are applied in the FP-
Growth algorithm to mine the frequent patterns.  
Minimum support value is set and compares it with 
entire total support value of the web pages and to 
take the web pages which have the total support 
value more than the minimum support value. After 
choosing the web pages that has total support value 
more compared to the minimum support value 
which is set, the web pages are ordered in 
descending order for each user based on the total 
support values. The Table.3 shows the sample web 
pages which have the total support value as high 
compared to the minimum support value and 
arranged in descending order for each user based on 
the total support value. 

 
Table.3 Web Pages Which Have High Total Support 

Value Than The Minimum Support Value 
Users Web Pages Visited 

1U  ob,  

2U  wbs ,,  

3U  mws ,,  

4U  ibs ,,  

5U  dwb ,,  

 
After arranged all the web pages in descending 

order for every user based on the total support 
values, we have to generate the FP tree. The FP tree 
is generated based on every user sequentially. First 
FB tree is formed for the first user. The FB tree 
based on the first user is shown in Fig.2. 

 
Fig.2 FP Tree For First User 

 
After plotting the FP Tree for the first user,same 

procedure is applied to the the second user’s web 
pages and plot the FP Tree. The Fig.3 shows the FP 
Tree after applying the web pages of the second 
user. 
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Fig.3 FP Tree After Applying Second User 

 
The Fig.4 shows the FP Tree after applying the 

web pages of the third user and the Fig.5 shows the 
FP Tree after applying the fourth user’s web pages 
which has more total support value compared to the 
minimum support value. 

 
Fig.4 FP Tree After Applying Third User 

 

 
Fig.5 FP Tree After Applying Fourth User 

 
Similarly, the same procedure is applied to all the 

users and generates the FP Tree. The final FP Tree 
after applying all the users is shown in the Fig.6. 

 
Fig.6 Final FP Tree After Applying All The Users 

 
After plotting the final FP Tree, FP Tree is 

mined. The mining of FP Tree is as follows: first 
take the lowest node m . Here, the frequent pattern 
of m is 1 from the final FP tree. Thereafter, have to 
construct the conditional pattern base of m from 
the final FP tree. The conditional pattern base of 
m is swm which have the pattern values as 1 for 
each. Take the conditional patterns as sm and wm . 
The pattern values for both sm and wm is 1. Now, 
consider the node i and find the frequency pattern 
for it. The frequency pattern of i is 1 and the 
conditional pattern base of i is sbi .The pattern 
values of si and bi is also 1.Similarly, need to find 
the conditional frequent patterns for every node. 
The Table.4 shows the conditional frequent patterns 
for every node in the Fig.6 and the frequent values. 

Table.4 Nodes With Respective Conditional Frequent 
Patterns And Values 

Node Conditional Frequent Patterns with 
values 

m  ( )1=m , ( )1=sm , ( )1=wm  

i  ( )1=i , ( )1=si , ( )1=bi  

w  ( )3=w , ( )2=sw , ( )2=bw  

d  ( )1=d , ( )1=bd , ( )1=wd  

o  ( )1=o , ( )1=bo  

b  ( )4=b , ( )2=sb  
s  ( )3=s  

 
3.4. Generation of Recommendation using 

Markov model 
This section explains the Markov model which is 

used to recommend the web pages. Here, Markov 
model is used for the identification of next pages 
based on the sequence of previously visited pages 
by the users. When a new user comes to get the 
recommendation of web page, the sequence path of 
that user is compared with the FP tree and it would 
recommend the web page using the probability 
definition. 
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Consider the input sequence which the user given 
as nppp ,......,, 21 , where nppp ,......,, 21 are the 
sequence of web pages visited by a new user. 
Initially, the sequence which the user giving is 
compared with the FP tree and provides the 
matching  results like  

knn ppppp ,......,,,......,, 121 + and    

lnn ppppp ,......,,,......,, 121 + and  

mnn ppppp ,......,,,......,, 121 + . Here, every 
sequence has separate total support value and the 
most important sequence is recommended to the 
user by calculating the probability. The following 
equation gives the calculated value for the matched 
result. 

( )

( )nknn

n
ppppppppo

p
,......,,,......,,,......,,Pr 21121

1
1

+

+ =  

 
( )

( )nlnn

n
ppppppppo

p
,......,,,......,,,......,,Pr 21121

2
1

+

+ =
 

 
( )

( )nmnn

n
ppppppppo

p
,......,,,......,,,......,,Pr 21121

3
1

+

+ =  

 

This probability ( )ppo n 1Pr + is calculated using 
the sequence of all users in the FP tree constructed 
from biased frequency database. 

 

( )
( )

( )knnSup

nSup

nknn

pppppT
pppT

ppppppppo

,......,,,......,,
,......,,

,......,,,......,,,......,,Pr

121

21

21121

+

+

=
 

 

The final recommendation is based on the 
following equation: 

 

( ) ( ) ( )( )3
1

2
1

1
11 ,,maxarg ++++ = nnnn pppp  

 
 
4. RESULT AND DISCUSSION 

 

This section details the result obtained for 
proposed technique. The synthetic dataset is created 
to evaluate the performance of the result obtained 
based on the evaluation of precision, applicability 
and hit ratio is compared with the Niranjan et al.’s 

[16]  and S.A.Sahaaya Arul Mary et al.'s technique 
[19] for the same evaluations.  

 

4.1. Experimental setup and Dataset 
description 

The system is applied in Java (jdk 1.6) which the 
system has i5 processor with 4GB RAM.  

Evaluation metrics 
 

The proposed system is evaluated in terms of 
precision, applicability and hit ratio. The 
description and the formula of the terms used to 
evaluate the proposed technique are as follows: 

−+

+

+
=

IC
CrecisionP  

|| N
ICityApplicabil
−+ +

=  

N
CityApplicabilrecisionratioHit

+

=×= P  

In the above formulas, +C denotes the number 
of correct recommendations and −I denotes the 
number of incorrect recommendations and 

  || N denotes the total number of given requests. 
 

  The term precision is defined as the number of 
correct recommendations which is divided by the 
sum of number of correct recommendations and 
number of incorrect recommendations. The term 
applicability is defined as it is the sum of number of 
correct recommendations and number of incorrect 
recommendations divided by the total number of 
requests given. The hit ratio is the product of 
precision and applicability. 

4.2. Performance Comparison 
This section compares the performance of 

proposed technique with the Niranjan et al.’s 
technique [16] and S. A. Sahaaya Arul Mary et al.'s 
technique [19]. The performance of both the 
techniques is compared in terms of precision, 
applicability and hit ratio. These terms are 
evaluated with different minimum support values. 

 

     The Fig.7 shows the performance of proposed 
technique and Niranjan et al.’s technique in terms 
of precision with different minimum support 
values. From this graph, the precision of proposed  
technique varying up and down while increasing 
the minimum support value and the precision of 
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Niranjan et al.’s technique get decrease after certain 
point of minimum support value while increasing 
the minimum support value. Here, when set the 
minimum support value as ten, the precision of 
proposed technique is 85.71 and the precision is 
85.17 for Niranjan et al.’s technique and it is 45.45 
for S.A.Sahaaya Arul Mary et al.'s technique. When 
the minimum support value is twenty, the precision 
of proposed technique is 82.85 and the precision is 
85.17 for Niranjan et al.’s technique 45.45 for 
S.A.Sahaaya Arul Mary et al.'s technique. When 
the minimum support value is thirty, the precision 
of our technique is 82.71 and the precision is 83.79 
for Niranjan et al.’s technique and it is 45.45 for 
S.A.Sahaaya Arul Mary et al.'s technique. For the 
minimum support value forty, the precision is 80 
for our technique and it is 58.42 for Niranjan et 
al.’s technique and it is 45.45 for S.A.Sahaaya Arul 
Mary et al.'s technique. When set the minimum 
support value as fifty, the precision of proposed 
technique is 80 and the precision is 42.69 for 
Niranjan et al.’s technique. 

 

 
Fig.7Performance Comparison In Terms Of Precision 

 
The performance in terms of applicability is 

shown in Fig.8 for proposed technique as well as 
Niranjan et al.’s technique and S.A.Sahaaya Arul 
Mary et al.'s technique with different minimum 
support values. Here, the applicability as hundred 
for proposed technique and for S.A.Sahaaya Arul 
Mary et al.'s technique for the different support 
values which is given. But the applicability of 
Niranjan et al.’s technique is hundred for the 
minimum support values ten, twenty and thirty. 
When the minimum support value is forty, the 
applicability is 92.06 for Niranjan et al.’s 
technique. When set the minimum support value as 
fifty, the applicability of Niranjan et al.’s technique 
is 58.96. 

 
Fig.8 Performance Comparison In Terms Of 

Applicability 
 

 
Fig.9 Performance Comparison In Terms Of Hit Ratio 

 
The Fig.9 shows the performance comparison 

between proposed technique and the Niranjan et 
al.’s technique and S.A.Sahaaya Arul Mary et al.'s 
technique based on the hit ratio. Different minimum 
support values are used to evaluate the performance 
in terms of hit ratio. When set the minimum support 
value as ten, the hit ratio of our technique is 85.71 
and the hit ratio of Niranjan et al.’s technique is 
85.17. For the minimum support value twenty, the 
hit ratio is 82.85 for proposed technique and it is 
85.17 for Niranjan et al.’s technique. When the 
minimum support value is thirty, the hit ratio is 
85.71 for proposed technique and the hit ratio is 
83.79 for Niranjan et al.’s technique. The hit ratio 
of proposed technique is 80 for the minimum 
support values forty and fifty and the hit ratio of 
Niranjan et al.’s technique is 53.79 for the 
minimum support value forty and 25.17 for the 
minimum support value fifty. The hit ratio obtained 
for S.A.Sahaaya Arul Mary et al.'s technique is 
45.454 for all the minimum support values set as 
threshold. 

5. CONCLUSION 
 

In this paper a new technique is proposed to 
recommend the web page. To mine the frequent 
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patterns, quality and time based frequent pattern 
growth algorithm is used and to generate the 
recommendation, the Markov model is used. The 
experimentation is done using the synthetic dataset 
and the performance is evaluated in terms of 
precision, applicability and hit ratio. The 
performance of new technique is compared with the 
Niranjan et al.’s technique and S.A.Sahaaya Arul 
Mary et al.'s technique for the same terms. From 
the performance comparisons which is detailed in 
the result section,  proposed technique shows better 
performance than the existing techniques. 
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