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ABSTRACT 
 

Differential Analog Viterbi Decoding (DAVD) for Forward-Error-Correction (FEC) is used in channel 
coding for digital communications. The use of analog circuits to reduce the size and power consumption of 
channel decoders such as Viterbi decoders has been an active area of research over the recent years. In this 
paper, differential analog Viterbi decoder architecture is proposed and implemented using 32 nm Carbon 
Nano Tube FET (CNTFET) transistors. CNTFETs can handle large currents, hence higher driving capacity 
and faster speed, the current mode architecture using CNTFETs further reduces number of transistors. The 
major computation blocks like Branch Metric Computation (BMC) and Add-Compare-Select (ACS) are 
implemented using CNTFET based current mirrors which reduce power and area as well as computing 
complexity. The differential logic operates at a maximum data rate of 500 Mbps and consumes power 65 
times less than the analog Viterbi decoder. The designed decoder is suitable for low power applications.  
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1. INTRODUCTION 
 

Viterbi decoder architecture for error 
computation requires intermediate memories and 
hence on ASIC platform results in larger area and 
power [1, 2].  The analog approach for Viterbi 
Decoder (VD) was demonstrated in the late 1990s 
[3-8] which demonstrated reduced hardware 
complexity. Advantages of the analog approach 
have been adopted in the design of maximum a 
posteriori (MAP) decoders for tail-biting trellis and 
Hamming codes [9-11], and in other iterative 
decoders for various block codes [12, 13] and is 
soft decoder [14]. In an analog VD the digital path 
memory accounts for more than 50% of the die area 
[15-17].  Acampora et al. [18] suggested an analog 
Viterbi decoder using sample-and-hold circuits and 
voltage adders to store and update the path metrics. 
Demosthenous et al. [19] realized the minimum 
Euclidean distance decoder in a current mode 
analog circuit, where they used a switched-
capacitor circuit as a front-end sample and-hold 
block to store the current value that represents the 
previous path metric. He et al. [17] implemented 
the minimum Hamming distance decoder with a 
current-mode analog circuit based on a switched-
capacitor and a winner-take-all circuit. Wen-Ta Lee 
[20] reports that the analog decision device chip 

with UMC 0.18-µm 1P6M CMOS   technology. 
This chip contains 494 transistors, operates to 
100Mb/s and consumes 17.46mw. Andreas [15] 
reports that a 4-state rate-1/2 analog convolutional 
decoder fabricated in 0.8-um CMOS technology, 
operates at data rates up to 115 Mb/s and consumes 
39 mW at that rate from a single 2.8-V power 
supply. Differential Analog Viterbi [21] decoding 
presents a powerful Forward-Error-Correction 
(FEC) channel coding for digital communications. 
A Differential Analog Viterbi decoder allows the 
high-speed and power consuming A/D converter to 
be excluded, because the input data stream of the 
Viterbi decoder is inherently analog quantity. It 
utilizes twice the number of parallel states as 
compared with analog Viterbi decoder; hence it is 
required to optimize the architecture. The need for 
efficient, low-power implementation of the Viterbi 
decoding algorithm prompts alternative VLSI 
solutions.  

 
The International Roadmap for 

Semiconductors (ITRS) report indicates that the 
Metal Oxide Semiconductor devices (MOS or MOS 
like devices) will be ultimately scaled down below 
10 nm in several years. One of the promising 
nanometer devices is the Carbon Nano Tube (CNT) 
FET (CNTFET) which is found to be an alternative 
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to the bulk silicon transistor for low-power and 
high-performance design due to its ballistic 
transport and low OFF-current properties [22-26]. 
CNTFETs can be well used for the design of analog 
and digital circuits. On performing an analysis on 
current mirror in 32 nm MOSFET and CNTFET 
technologies by Mohini Polimetla and Rajat 
Mahapatra [27] reported that CNTFET current 
mirror showed better stability and performance than 
the MOSFET circuits. [28-32] reports CNTFETs 
for design of analog and digital sub circuits. In [33] 
DAVD architecture in current mode is realized 
using MOSFETs, that operates at 200 Mbps, the 
data rate needs to be improved to Gbps, in this 
paper, we design differential analog Viterbi decoder 
using CNTFETs and compare the results with 
MOSFET based decoder design.  

Section II discusses the Differential Analog 
Viterbi Decoder (AVD), Section III discusses 
CNTFET and its advantages over MOSFET, section 
IV discusses the design and implementation of 
differential Viterbi decoder architecture using 
CNTFETs, results are discussed in section V and 
section VI presents the conclusion.  

 
2. DIFFERENTIAL ANALOG VITERBI 

DECODER ALGORITHM  

The Viterbi Algorithm seeks to find the 
sequence of symbols in the given trellis (Figure 1) 
which most closely resembles the received 
sequence [11]. The trellis consists of S (= 2K-1) 
internal states. The distance metric employed 
depends on the characteristic of the channel.  

 

 
Figure 1 Trellis Diagram of Convolution Code  

 
For example, for an Additive White Gaussian 

Noise (AWGN) channel, squared Euclidean 
distance is the optimum distance metric from which 
λ ij,t , the branch metric for the transition from state 
i to state j at time t is calculated. The path metric 

Ғ i,t+1 for state i at time t+1 is calculated recursively 
as in (1): 

 
Ғ i,t+1 = max[λ ii,t + Ғ i,t ; λ ji,t + Ғj,t];   0≤ i, j ≤ S-1      

(1) 
 
The calculations required in (1) to update 

each trellis state are implemented by the Add–
Compare–Select Unit (ACSU) of the decoder. 
These computations can be carried out either 
serially or in parallel. In the state-serial approach, 
one ACSU is time multiplexed between the internal 
states at each time step, while in state-parallel 
decoders, 2K-1 ACSUs are employed. The 
sequential two-state logic for Ғ i,t is required with 
feedback to compute Ғ i,t+1, as required by (1). The 
K=3, decoder described in this paper implements 
rate-1/2 code defined by generator polynomials (2): 

 
G1 = 1 +X +X2 =[1 1 1] and G2 = 1 +X2 =[1 0 1] 
(2) 
 
The trellis representation is shown in Figure 1. The 
channel encoded data is modulated and transmitted 
over channel. At the receiver, the Viterbi Decoder 
decodes the message from the received signal.  

 
Decoder block diagram for Viterbi 

decoder is shown in Figure 2.   Front End Sample 
and Hold (FE-S/H) circuit samples and holds the 
incoming channel data. Since the decoder is rate-
1/2, two samples are required each period, offset 
from one another by half of one clock period.  
                        

 
Figure 2 Block Diagram of Decoder [6] 

The inputs to the FE-S/H circuit are fully 
differential. The function of Branch Metric 
Computer Block (BMC) is to generate the branch 
metrics, i.e. the measure of similarity between the 
received channel symbols and the trellis branch 
symbols at each time transition. The Add-Select-
Compare (ACS) block consists of two sections: a 
Replicating Current Comparator (RCC) and a 
Switched-Current (SI) path metric memory. There 
are four add-compare-select units (ACSs), one for 
each trellis state. In order to prevent path metric 

(11) 
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overflow, it is necessary to keep the path metric 
currents within bounds. This is achieved by the 
Path Metric Renormalization (PMR) circuit. 
Storage Survivor Memory (SSM) blocks consists of 
a digital map of the trellis which records all the 
survivor paths. This information would otherwise 
be lost due to the Viterbi path elimination 
procedure.  

 
Figure 3 Modified block Diagram of Differential Viterbi 

Decoder 

Several architectures are available to 
realize this section, of which the register exchange 
method is conceptually the simplest and is 
commonly used in Viterbi decoders with short 
constraint lengths. The decoder requires a set of 
non-overlapping clocks, which are provided by use 
clock generators circuits, constructed using D type 
flip-flops, and logic gates. This circuit accepts a 
single-phase clock at its input and generates the 
appropriate phases addressed. In addition, circuitry 
is included to provide on-chip biasing generated 
from the power supply. 

 
2.1 Differential Analog Viterbi Decoder  

A Differential Analog Viterbi decoder [33] 
allows the high-speed and power consuming A/D 
converter to be excluded, because the input data 
stream of the Viterbi decoder is inherently analog 
quantity. The differential architecture enables the 
trace back memory to be excluded and makes 
online decoding after initial transitional stages 
possible. It utilizes twice the number of parallel 
states as compared with analog Viterbi decoder. A 
detailed discussion on DAVD is presented in [33]. 
Figure 3 shows the top level architecture of 
modified differential analog Viterbi decoder. The 
differential analog Viterbi decoder was 
implemented using 0.13µm CMOS technology 
[33]. The soft decision Viterbi decoder achieved 
25% improvement as compared to hard decision 
Viterbi decoder and the BER performance also 
better than conventional Viterbi decoder. Sample 
and hold unit is implemented and is utilizing 
140µW of power and occupying area 5x9 µm2. 
Voltage to current Converter draws 2.4µA and 
occupying area 6x6µm2. Branch Metric 
Computation Unit is implemented as a sub block of 
Viterbi decoder is utilizing 151pA, 15x14 µm2 of 
area. Add-Compare-Select Unit is implemented and 

is utilizing 4.8nA of current, 15x12µm2 of area 
[33]. In order to improve the performances of 
DAVD, MOSFETs are replaced using CNTFETs, 
next section discusses the DAVD architecture 
design using CNTFETs.  

 
3. CNTFETS FOR ANALOG AND DIGITAL 

CIRCUIT DESIGN  

CNTs are sheets of Graphene rolled into tubes; 
depending on the chirality (i.e., the direction in 
which the grapheme sheet is rolled), a single-walled 
CNT can be either metallic or semiconducting. 
Semiconducting nanotubes have attracted 
widespread attention of device/circuit designers as 
an alternative possible channel implementation for 
high-performance transistors. A typical structure of 
a MOSFET-like CNFET device is illustrated in 
Figure 5. The CNT channel region is undoped, 
while the other regions are heavily doped, thus 
acting as the source/drain extended region and/or 
interconnects between two adjacent devices. 
Carbon nanotubes are high-aspect-ratio cylinders of 
carbon atoms. The electrical properties of a single 
wall carbon nanotube (SWNT) offer the potential 
for molecular-scale electronics; a typical 
semiconducting single-wall carbon nanotube is 
1.4nm in diameter with a 0.6eV band-gap (the 
band-gap is inversely proportional to the diameter). 
Recent CNFETs have a metal carbide source/drain 
contact and a top gated structure (Figure 4) with 
thin gate dielectrics. 

 
Figure 4 CNFET Structure 

Two model variants of the CNTFET are 
provided for analysis from the Stanford University 
Nanoelectronics Group, one is the Standard 
CNTFET model and the other is the Uniform tubes 
CNTFET model. The main difference between 
them is that the Standard Model takes into account 
the charge screening effects of the neighboring 
nanotubes while the Uniform tube Model ignores it. 
The Standard Model is recommended as it is most 
accurate and quite fast.  

The Uniform Model is provided for shorter 
run times and lesser accuracy as compared to the 
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Standard Model. We analyze the characteristics of 
both NFET and PFET CNTFETs. 

 

Figure 5 CNT-nFET and NMOS Output Characteristics 

Spice models for CNTFET from Stanford library is 
read into HSPICE Models Version 2.2.1 and SPICE 
program to estimate VI characteristics are modeled. 
The devices are set with number of CNT tubes to 3, 
chirality single dimension vector to (19, 0) and 
effective length to 32 nm. The input characteristics 
is curve is drawn between the input voltage Vgs and 
the output drain current (not shown). The output 
characteristic curve is drawn between the drain to 
source voltage (Vds) and drain current (Idrain) for the 
constant different source to gate voltages (Vgs) and 
is shown in Figure 5 for CNT-nFET. This 
characteristic curve gives the pinch-off, linearity 
and the effect of drain resistance can be observed. 
The output characteristic shows that the saturation 
current in CNTFET is more stable than 32 nm 
MOSFET. The CNTFET is used as a best current 
source with accuracy in small scale technology. 
The effect of drain resistance is less in CNTFET as 
the current becomes of constant, whereas the effect 
of drain resistance is high in MOSFET and the 
current is not constant. The current of the CNTFET 
can be increased by increasing the number of tubes 
in a CNTFET at room temperature. The leakage 
power also reduced due to the high stability in 
saturation current and due to back gate control the 
SCE is decreased with high performance. The drain 
current with 3 tubes is 58.236 µA in nFET and 
58.37 µA in pFET at Vds=7.024 V. The CNTFET 
performance is depending on the chirality, number 
of tubes and length of the CNT in the CNTFET 
transistor. The semiconducting CNT purpose and 1-
D Quasi CNT chirality is (19, 0) standard 
representation. For that number of tubes is 3 in 
effective length of CNT is 32 nm.  
 

Figure 6 shows the I-V characteristics of 
the ballistic CNTFET with different channel 
lengths (32nm, 27nm, 21nm, 14nm and 10nm), at 

the power supply of 0.9V and room temperature.  
The output I-V characteristics of the CNTFET are 
similar to that of the MOSFET, which makes the 
CNTFET a good candidate for current MOSFET 
based VLSI designs. 

 
Figure 6 I-V Characteristics for Different Length in 

CNTFET 

As shown in Figure 6 the current level of the 
CNTFET decreases with channel length (when the 
channel length is very short) due to the energy 
quantization in the axial direction (as limited by 
optical phonon scattering). The drain current in 10 
nm CNTFET is 25.568 µA and in 32 nm CNTFET 
57.775 µA. The current of the CNTFET can be 
increased by increasing the number of tubes in a 
CNTFET.  For tubes=3 the drain current is 57.775 
µA and for tubes=15 the drain current is 286.94 
µA. The chirality vector, which is the wrapping 
vector that the graphite sheet is rolled up along it, is 
determined by (n1, n2) indices. These indices 
specify the arrangement angle of the carbon atoms 
along the nanotube. If n1−n2! = 3k (k ∈ Z), the 
SWCNT is semiconductor and otherwise it is 
metallic. By changing the n, m dimensions current 
also changing. By changing the ‘n’ value by 3, 6, 9, 
12, 15 the current is increasing and change in ‘m’ 
by 19, 25, 31, 37, 44 current increasing. The every 
combination (19, 3), (25, 6).., etc are not equal to 
multiple of ‘3’ so the CNT is semiconductor in 
nature. In a CNTFET device one or more 
semiconducting SWCNTs are used as the channel 
of the device. Besides the unique properties of the 
CNT material, removing the channel from the 
silicon bulk leads to elimination and reduction of 
many parasitic elements. For 10% change in Vgs is 
giving drastically increase in drain current for 
CNTFET but in MOSFET it is very less. The 
saturation current is stable so there is less chances 
for SCE and leakage current. As process 
dimensions shrink further into the nanometer 
ranges, traditional methods for dynamic power 
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reduction are becoming less effective due to the 
increased impact of static power.  

In general, leakage power is different 
depending on the applied input vector. The average 
power in CNTFET is less due to high mobility 
channel between drain and source. The SCE also 
less due to back gate control present in the 
CNTFET. The total average power at 0.79544 V is 
46.458 µW for CNTFET and for MOSFET is 
105.12 µW. The maximum leakage power of the 
MOSFET-based gates is 75 times larger than for 
CNTFET gates. The minimum leakage power of 
the MOSFET is about three times larger than for 
CNTFET. The maximum leakage power shows a 
similar trend for both CNTFET and MOSFET 
based gates, while the minimum leakage power 
shows somewhat different trends, because the stack 
effect is reduced in CNTFET circuits. 

 
3.1 Design and Analysis of Inverter 

For comparing performance at circuit-level, the 
inverter (as fundamental logic gate) is usually 
considered first; in this paper, the inverter is 
designed with minimal width and a number of tubes 
in 32 nm technology. Logic gates and bench-mark 
circuits are designed at 32 nm for both CNTFET 
and CMOS technologies; delay, power, PDP, 
leakage current and frequency response are 
simulated and compared.  
 

 

 

Figure 7 Inverter using CNTFET  

Figure 7 shows that the Voltage Transfer 
Characteristics (VTC) of the CNTFET also has a 
symmetrical shape at a 1 to 1 (pFET : nFET) ratio. 
Even though the current in a CNT is smaller than 
the minimum sized MOSFET (at 32 nm 
technology), a CNTFET has a steeper curve in the 
transition region due to the higher gain. This 
contributes to a 22.5% improvement in Noise 
Margin (NM), and this progressed performance is 
preserved under a decrease in power supply 
voltage. The characteristic curve is sharp in case of 
CNTFET and hence the static power dissipation is 
less in the inverter developed using CNTFET.     
MOSFET and CNTFET can be compared using the 
PDP as metric. Above comparison shows the delay, 
power, and PDP of logic gates in 32 nm MOSFET 
and 32 nm CNTFET technologies; the PDP of the 
32 nm MOSFET is about 100 times higher than that 
of the 32 nm CNTFET. 

Table 1 CNTFET Comparison with MOSFET Inverter 

Parameters  CNTFET MOSFET 

Delay  6.0982 ps 15.445 ps 

Rise Time 42.086 ps 220.58 ps 

Fall Time 37.541 ps 144.05 ps 

Average Power  8 µW 20 µW 

PDP 48.78 µJoules 308.9 µJoules 

 
3.2 Design And Analysis Of Analog Circuits  

One of the basic building blocks of analog 
circuit design is the Common Source Amplifier. A 
CSA is an inverting amplifier whose input is 
connected to the Gate of the transistor and the 
output is taken at the drain of the transistor. For 
desired amplification, proper biasing has to be 
provided to the CSA with the help of current 
reference realized using current mirror. The current 
mirrors are designed and analyzed using CNTFET. 
The maximum current mirroring by nFET is 92.97 
µA and pFET is 98.09 µA. Common Source 
Amplifier (CSA) is designed with pFET based 
current mirror load. The bias voltage for Class-A 
mode is VGS=0.7 V and for Class-C bias mode 
VGS = -0.3 V negative biasing voltage. From the 
simulation results it was found that the GBW (Gain 
Band Width) is 125.56 MHz, PM (Phase Margin) is 
55.060 and BW (Band Width) is 351.798 MHz. 
GBW and BW can be further improved by 
choosing appropriate values of transistor 
geometries. From the analysis carried out CNTFET 
have better stability and operate at higher 
bandwidth compared with MOSFET with similar 
design geometries. Next section discusses design 

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 10th October 2013. Vol. 56 No.1 

© 2005 - 2013 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
70 

 

and analysis of differential analog Viterbi decoder 
using CNTFET.  

 
 

4. DESIGN OF DAVD USING CNTFETS 

Differential analog Viterbi decoder as 
mentioned consists of Sample/Hold (S/H) Circuit, 
the decoding is carried out in the current domain 
hence the voltage to current converter converts the 
sampled voltages into current equivalents. The 
branch metric computer unit measure of similarity 
between the received channel symbols and the 
trellis branch symbols at each time transition. The 
add-compare-select unit that operates on parallel 
data performs online decoding, and the Winner 
Takes All circuit is the decision making unit that 
decides the minimum current path. In this work, 
MOSFETs are replaced using CNTFET in design of 
all the above sub circuits.  

4.1 Sample and hold  
Sample and hold circuit [6, 15, 33] is used 

to interface real-world signals, by changing 
analogue signals to a subsequent system such as an 
analog-to-digital converter.  

 

Figure 8 Sample and Hold Circuit 

The purpose of this circuit is to hold the analogue 
value steady for a short time while the converter or 
other following system performs some operation 
that takes a little time. In most circuits, a capacitor 
is used to store the analogue voltage and an 
electronic switch or gate is used to alternately 
connect and disconnect the capacitor from the 
analogue input. The rate at which this switch is 
operated is the sampling rate of the system. The 
decoder designed is rate ½ hence it is required to 
achieve two samples in one clock cycle. The clock 
signals that are generated using the clock generator 
circuit produces two clock signals that are offset by 
half in one clock period that are used to control the 
S/H circuit. The differential input Vin+ and Vin- are 

applied simultaneously to the S/H circuit. For 
achieving fast sampling the CNT-nFET source 
follower is used. The circuit is designed to 
minimize nonlinearity error and gain error. The 
sampling capacitors have chosen to have values of 
0.1 pF. The S/H circuit shown in Figure 8 has two 
independent paths that are operated by 
nonoverlapping clocks.  

 

Figure 9 Branch Metric Unit Schematic 

4.2 Voltage To Current Converter  
The sampled voltage samples are 

converted to current samples using the voltage to 
current converter. The converter circuit designed in 
[33] using MOSFETs are replaced with CNTFETs.  
The differential inputs to the circuit biases the 
transistors to drive the Iout current across the CNT-
pFET current mirror load at the output. In order to 
test the circuit functionality two input signals that 
are sampled are applied at the input terminals, the 
differential inputs drive the output current, the 
output current direction changes based on the 
differential inputs.  

 
4.3 Branch Metric Unit  

Branch metrics computation unit 
calculates the Euclidean distance for soft decision 
Viterbi decoder. The current sources are provided 
by the N Channel CNTFET (NCNTFET) mirror 
and the external current source, while the 
degeneration resistance is realized by the 
NCNTFET pair and the drains of the transistors and 
are connected to the P Channel CNTFET 
(PCNTFET) high-swing cascode mirrors – and – 
whose outputs are replicated four times to provide 
inputs to each of the  ACSUs. Each transconductors 
is a degenerated long-tailed pair driven by the 
differential signals and which are samples of the 
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decoder input signal. Figure 9 shows the modified 
BMU architecture (MOSFETs replaced with 
CNTFETs) that is designed to operate based on 
current samples. The simulation results of BMU 
show that the current samples are obtained at the 
required clock samples. The current samples are 
sent to the add-compare-select unit.  

 
Figure 10 ACS Unit Schematic   

4.4 Add-Compare-Select Unit  
The add-compare-select (ACS) unit in this 

circuit is designed to add current samples from the 
BMC unit thus eliminate the use of adder unit. In 
addition, the use of CNTFETs for circuit design 
resulted in faster and less power dissipation. Unlike 
previous digital ACS designs, the proposed 
approach uses current mode techniques, and since 
no digital logic functional blocks are required. 
General implementation of unit adder requires 36 
transistors. The modified design implements the 
same logic using only 24 transistors. The ACSU 
functional block diagram and simulation results are 
shown in Figure 10.  

 
4.5 Winner-Take-All (WTA)  

The WTA architecture (shown in Figure 
11) consists of six 2-input RCC circuits that are 
identified as three clocks and the outputs of each 
block is connected to the latch [6, 33].  
 

 
Figure 11 Winner Take All Circuit using CNTFETs 

 
The WTA architecture is arranged as tree structure 
and the clock signals are generated to sequentially 
control the modules. The upper ACS and the lower 
ACS outputs are applied to the four pairs of RCC 
unit, the outputs of RCC are further process by the 
second level of RCC unit and finally only a binary 
output decision as to where the path with the 
smallest metric originates from is necessary in the 
last stage of the WTA block. Thus, a simple 
CNTFET latch can be used to establish this. The 
CNTFET latch consists of two back-to-back 
inverters and a reset switch. The WTA circuit is a 
structure compared with [34] as redundant current 
replications are eliminated reducing power 
dissipation and complexity; also the CNTFET used 
drive more current and hence reduces delay.   

 
4.6 Replicating Current Comparator (RCC) 

Circuit 
Figure 12 shows an NCNTFET RCC that 

is designed by replacing by MOSFETs by 
CNTFETS as discussed in [33]. WTA processes the 
eight current outputs coming from the ACS block 
in four different pairs. After the falling edge of 
pulse, the winners i.e., the minimum currents of all 
four comparisons are replicated in the NCNTFET 
RCC outputs [33]. Similarly the PCNTFET 
replicating current comparator circuit for load 
currents decision is also designed and used in 
constructing ACSU [33].  
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Figure 15 NCNTFET RCC Unit Schematic 

The clock generator circuit generates non-
overlapping clock signals and the bias circuit as 
discussed in [33] is designed using CNTFETs. The 
biasing circuit generates necessary biasing voltages, 
biasing circuitry is included to provide on-chip 
biasing generated from the power supply. The four 
bias voltages are set by the external reference 
current source. The biasing circuit takes input 
current of 200µA with voltage reference Vref of 
0.65mV generates different biases of Vbias3, 
Vbias2 and Vbias1 of 1.05V, 1.2V and 1.4V 
respectively. These biasing voltages are required 
for add-compare-select circuit and branch metric 
unit and also clock generator circuit utilizes.  
  
5. RESULTS AND DISCUSSION 
 
 The differential analog Viterbi decoder 
designed using CNTFETs are modeled using Spice 
Code and is simulated using Hspice. The individual 
sub blocks are modeled as sub circuits are 
integrated to model the top level model of 
differential analog Viterbi decoder. The model files 
for CNTFET are downloaded from Stanford 
Nanoelectronics Centre under permission and are 
used for simulation. The transistor geometries are 
designed for optimum drive strength and maximum 
frequency of operation.  
  
 The S/H operates at a clock period of 2ns 
and hold the data for duration of 20ns. The power 
consumption is about 0.096 mW and the maximum 
frequency of operation is 480 MHz with a load 
capacitance of 100pF. The S/H circuit is verified for 
an input signal with frequency of 200 KHz, 
sampled at 480Msamples per second.  
 Voltage to converter is designed using 
CNTFETs with geometries Wp/Wn (0.5µ/150n). 
The transistor geometries are set to the size of S/H 

circuit. The V2I is simulated for duration of 6 clock 
cycles (T-count). The input voltage applied to V2I 
from the S/H circuit is converted to current of 
maximum of 45 µA.  
 
 The ACSU receives two outputs generated 
from BMU which are given to differential ACSU 
logic. Input signals Vrm and Vrp are applied at two 
different carrier frequency of 100KHz and 200KHz, 
the input signals are processed to two sets of current 
output samples and are fed into the ACSU. The bias 
voltage is set to 100mV.  
 
 The delay of the BMU unit is 11.2 ns. The 
maximum operating frequency of BMU is 562 
MHz. Power dissipation is found to be 132µW 
which is less than 2.5 than [33]. In the differential 
decoder logic, two ACSU operate in parallel, the 
transistor geometries are chosen for optimum 
performance.  
 
 The maximum operating frequency of 
ACSU is 478 MHz and power consumption is less 
than 210µW. The Winner Take All circuit needs to 
operate for 92 clock cycles and the minimum and 
maximum current are set to 1µA and 5µA 
respectively. The clock generator, RCC and biasing 
circuit are designed and simulated for its 
functionality. The transistor geometries are 
designed for optimum performance. The 
nonlinearities of analog circuit designed are 
compensated based on matching circuits, the width 
of NCNTFET and PCNTFET are identified for 
symmetric layout design. The results obtained are 
compared with the reference designs and are 
reported for comparison.  Table 2 compares the 
performances of the CNTFET based DAVD with 
analog Viterbi decoder design.  

Table 2 Comparison of DAVD with AVD 

Parameters  This 
Work  

DAVD 
[33] 

AVD [15] 

Technology 32nm 
CNTFET 

0.13 µm 
CMOS 

0.8 µm 
CMOS 

Supply voltage  1.0 V 1.2 V 2.8 V 
Core area (mm2) 0.0912  0.2  1  
Maximum   speed 
(Mbps) 

500  200  115  

 
Power 
dissipati
on (µW) 

Desired  500  1.2  14.9  
BMC 132  340  1.9  
ACSU 210  800  9.4  
Bias 
circuit 

97  207  2.5  

 
Form the results tabulated it is found that the 
performance improvement of DAVD is not only 
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due to change in technology and power supply 
voltage, but the optimization carried out in the 
design of circuit schematic. In order to optimize the 
layout for its area, layout techniques such as 
common centroid and inter-digitization methods are 
adopted. Optimum choice of drivers and sizing of 
drivers will improve the driving capability of sub 
systems. Transistor sizing and ordering of 
transistors will minimize the delay in sub systems.  
 
6. CONCLUSION 
 

Analog Viterbi decoders are realized using 
differential decoder logic. In this work, two 
different ACSU is sued to decode the encoded 
message signal. The output of S/H circuit is voltage 
which is converted to current samples and is used in 
decoding. Thus the proposed design reduces the 
number of transistors and also improves the 
operating frequency. The proposed design is 
verified for its functionality based on Matlab 
models for various test vectors. The transistor 
geometries are designed for optimum performance 
and is captured using Hspice. The differential 
analog Viterbi decoder implemented using 32 nm 
CNTFET transistors. The soft decision Viterbi 
decoder achieves 65% improvement as compared to 
hard decision Viterbi decoder and the BER 
performance also better than conventional Viterbi 
decoder. Sample and hold unit is implemented and 
is utilizing 96 µW of power, voltage to current 
converter draws 45 µA, and branch metric 
computation unit is implemented as a sub block of 
Viterbi decoder 132 µW of power. Add-Compare-
Select Unit is implemented and is utilizing 4.14nA 
of current. The designed DAVD is suitable for low 
power and high speed applications. The circuit 
performance can be further enhancing with 
impedance matching circuits at the output of BMU 
and ACSU.  
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