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ABSTRACT 
 
In this paper we consider the phenomenon of congestion of a router in a communication network, initially, 
we propose a model of TCP based on the fluid flux model and, secondly, we propose a synthesis of an 
observer and state feedback to stabilize the system. In this study we have taken into account both the time 
variant delay and the perturbations due to UDP flow. Such traffic control will be implemented by a 
mechanism of Active Queue Management (AQM), located at the router. 
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1. INTRODUCTION  
 

We were interested in this paper at the problem 
of sharing a communication link between several 
remote sources. This problem is represented 
schematically in Figure 1. Each slave has a 
different communication time according to the path 
taken by the connection and the delay associated, 
which leads to variable delays in the time. The 
denomination "slave" does not refer necessarily to a 
single machine, but possibly to a set of transmitters 
geographically close. Many studies have been 
conducted in order to ensure a certain level of 
service quality between network users. Indeed, the 
authors of [17] call the Nyquist criterion to adjust 
the parameters of RED and PI for an arbitrary 
number of sources and routers. However, this 
frequency method does not provide satisfactory 
results when delays become time-varying. 

In [24], a predictive approach is used to 
compensate the delays. if this study provides a 
generic formulation of the synthesis of AQM, 
incorporating various mechanisms (RED, PI, PID 
with cost LQ), the control law is relatively "heavy" 
requiring multiple matrix calculations. Although 
interesting in theory, these methods are difficult to 
use in practice. 

So many studies in the literature [21, 3, 5, 1, 18, 
19, 4, 6] had considered the simplistic case where 
all sources have the same communication time, that 
is to say the same round-trip time (RTT). In this 
paper we considered the same case, but with a 
master-slave modeling taking into account the 

perturbations due to applications using the UDP 
protocol. 

 

 
Figure 1: A single communication in the TCP network 

 
This paper is organized as follows. In the 

second part we introduce a mathematical modeling 
of the behavior of TCP, section 3 is dedicated to the 
synthesis of an observer and a development of a 
control law ensuring the stabilization of the system 
and a certain level of performance. Section 4 
presents an example extracted from the literature 
and simulation validate the proposed methodology. 
Finally, we present our conclusions in section 5. 
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2. MODELLING OF TCP TRAFFIC: THE 
FLUID-FLOW MODEL 

2.1 Preliminaries 
The dynamic model of the congestion window 

of a TCP source, developed by Misra et al [2], and 
which has been simplified by Hollot et al [18] is as 
follows: 

(1) 

 
where  and  are respectively the TCP 
window size, number of TCP sessions, link 
capacity, probability of dropping packets and the 
queue length.  represents the round-trip 
time(RTT), and it is defined by  
 

         (2)  (2) 

where  and  represent respectively the time 
delay from the source to the router and from the 
router to the source via the receiver.  
 
Remark 1 The delay  contains the quantity 

, and so it varies in time, the delay  
represents only the propagation time from the 
router to the source, therefore it can be considered 
constant. However, the constancy of delay is an 
assumption rarely verified in reality (see e.g., [13, 
14, 11]), this leads to consider its potential 
variations, describing generally the latter by a 
continuous function of time. Once again, the case 
of variable delays was the subject of much research 
(see e.g., [12, 8, 23]).  

 
In this paper, we consider the delay as a 

differentiable function bounded, which satisfies the 
following conditions : 

 
                (3) 

                          
 
where  is a positive real, which represents the 

upper bound of the derivative of delay   
2.2 The Linearized TCP Fluid Model 

 The operating point  is defined  
by :  

 

therefore, we find the two conditions :  

                           
(4)

 
where verifies the following equalities :  

                                                 (5) 

with  denotes the propagation delay. 
 

From the point of equilibrium , we 
approach the model (1) by the linear model :  

   (6) 

 
For more details about the linearization, see [7, 

9].  
 
2.3 Augmented TCP Fluid Model 

For controlling the TCP traffic, during the 
synthesis of the AQM, we will take into account the 
traffic unmodeled from applications using the UDP 
protocol. In order to reduce the effect of this 
perturbation, insensible to the loss of packets, we 
will add the term )(td  to the dynamic of the 
queue.  

         (7) 

As a result, the linearized TCP Model (6) can be 
written as follows :  

 

   (8) 

where  is the state vector, 
 is the input , and  

      

 

   . 

In order to simplify representation of the system 
in state space, we increase the order of the system, 
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let  the new state vector, such as : 

.  
 
Model (8) becomes  

          (9) 

 (9) 
where  

 
 
3. CONTROL SYSTEM WITH OBSERVER 

This section will be devoted to the development 
of a state feedback control, so we will first 
reconstruct the states of the output measured using 
an observer. Note that the choice of the observer is 
very important, seeing that the measured output 
reached the system with a delay . 

Given this fact, and the assumption of linearity 
of the system, our attention has focused on the 
consideration of a Luenberger observer whose 
dynamics can be described by :  

    (10) 

  (10) 
where  is a gain whose value to define, must 
ensure a sufficiently fast convergence of the 
estimated state  to the real state , in spite 
of variable delay  affecting the measured 
output .  
 
3.1 Synthesis of State Feedback Control Law 

Our problem lies in the synthesis of the gains of 
the state feedback control and the observer, to 
ensure the asymptotic stability of the closed loop 
system and rapid convergence of the estimated state 
to the actual state of the system. 

 
In the following, we developed conditions 

allowing the stabilization of the delayed system, 
then we determine the gains of state feedback 
stabilizing the system. 

The control law developed by the router 
(Master) from the estimated state  has the 
following form :  

                            (11) 

where K  is a linear gain allowing to ensure the 
asymptotic stability (closed-loop) of the linear 
system (9). However, we will be focusing first to 
studying the ideal controller , by 
considering a perfect observer (such as 
). Thus our system (9) becomes  
 

           (12) 

where  is the upper bound of the delay , 
and the function  is assumed continuous and 
differentiable.  

 
To determine the LMI conditions characterizing 

the asymptotic stability of system (12), we propose 
the Following theorem :  
 
Theorem 1 Given a state feedback gain , the 
system (12) is asymptotically stable, if there exist 

 symmetric positive definite matrices 
, and  matrices , such 

that the following LMIs are feasible for 
 :  

         (13) 

 and  

                              (14) 

 where  

   

and the matrix  is defined as follows : 

 

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 10th September 2013. Vol. 55 No.1 

© 2005 - 2013 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
17 

 

       (15) 

 
Proof : By writing the system (12) in the form 

of a model descriptor, we obtain :  

 

 
Then, by posing  and 

, the system (12) can be rewritten 
as follows:  

   (16) (16) 

Consider then, following the example of [15], a 
Lyapunov Krasovskii functional defined by:  

 
where  

 

with  

 

 
This functional is positive definite because we 

note that   and  is 
assumed to be positive definite. 

 
We will now determine the derivatives of the 

three terms of V(t) :  

 

using the expression given by (16), we find  

 

otherwise expressed,  
                          (17) 

where  and  are respectively defined by :  

 

 
Thus, by simple calculations, we find  

                     (18) 

  
Similarly, the derivative of the third term of 

 is given by :  

 

 
Considering the hypothesis on the upper bound 

of the derivative  of the delay  , we 
deduce  

          (19) 

 
Substituting (17), (18) and (19) in the 

expression for the derivative of the Lyapunov 
functional Krasovskii, we obtain the following 
inequality:  

 

 
We now substitute the term , for it, we 

apply the technique proposed in [22], which 
establishes for all vectors  and for 
all matrices  and 

, the following inequalities:  
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taking 

        

 

we find :  

 

which implies  

 (20) 
Substituting (20) in the expression of , 

after simplification of terms with an integral, we 
obtain  

 

Then, applying the Schur complement, we find  
 

 
where  and  is a 
matrix given by (13). 
 

Therefore, if the LMIs defined by (13) - (14) are 
satisfied, then  is negative definite. 

As well, we have  is positive definite, then 
the system (12) is asymptotically stable for a state 
feedback gain .  
 
Remark 2 The LMIs conditions of Theorem 1 can 
be used to determine the values of allowable delays 
for which the LMIs (13) - (14) are satisfied for a 
given state feedback gain .  

  
Remark 3 As our objective is to synthesize a state 
feedback control law  ensuring the 
asymptotic stabilization of system (12). The next 
step is to determine the state feedback gain , 
thus we propose the following theorem. 

 
Theorem 2 Suppose that, for a positive real , 
there exist symmetric positive definite matrices 

 matrices  of 
dimensions  and a matrix  of dimension 

, satisfying the following LMIs:  

            (21) 

  

                                                  (22) 

 where 

         

the matrix  is given by :  

 

Then, for any delay  of the form 
(3), the asymptotic stability of system (12) is 
ensured by the state feedback gain :  

                                        (23) 
  

Proof : As we saw in the previous section that 
the conditions LMIs (13) - (14) are satisfied for a 
given . In this case is unknown, the condition 
LMI (13) becomes a BMI. We must therefore 
transform it to a LMI. For this reason, we apply the 
method proposed in [16]. The first step of this 
technique is to link the variables  and  as 
follows  

                               (24) 

 where  is a parameter for adjusting. Then, 
taking into account the fact that the matrix  is 
invertible, we can define the matrix  :  
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and, for any matrix:  

 

For  we can define a new 
matrix  

 
Then, we multiply LMIs (13) - (14), to the right 

by the matrix  respectively left 

by , and we take  

 
 
Finally, we obtain the conditions of stabilization 

provided by the LMIs (21), (22) of this theorem.  
 

3.2 Observer Synthesis 
As stated in the introduction to this chapter, we 

will construct an estimate of the full state of the 
slave from the delayed output  of the 
system. By assuming that the pair  is 
observable and that the dynamic of the estimation 
error  is governed by:  
                         (25) 

 
We therefore propose the following theorem, 

which ensures that the observed state converges 
quickly enough to the real state, despite the variable 
delay affecting the measurement.  
 
Theorem 3 Suppose that, for a positive real , 
there exist symmetric positive definite matrices 

 matrices  of 
dimensions  and a matrix  of dimension 

, satisfying the following LMIs:  

           (26) 

  

                             (27) (27) 

  
the matrix  is given by :  

 
Then the asymptotic convergence to 0 of the 

error  is ensured by the gain  

                                    (28) 
  

Proof : By writing the system (25) as a model 
descriptor, we obtain the following system  

 

with  
 

 
Considering now the same form of Lyapunov-

Krasovskii functional as used in part 3.1, taking 
into account the variable delay . We thus 
obtain the following formulation:  

 
with  

 

where  

 

Thus, by applying the same techniques used to 
prove Theorem 2, we find the LMI (26) and (27). 
Then by taking , we find the proof of this 
theorem.  
 
4. ILLUSTRATIVE EXAMPLE  

This section aims to illustrate the theoretical 
results obtained in the previous sections. As 
indicated in the first part, the system that we have 
studied is the TCP network whose dynamics is 
illustrated by (12). In a first time, we are going to 
define the conditions to validate for synthesizing an 
observer able to guarantee a quickly enough 
convergence of the observation error, despite the 
presence of delay in the measurement loop. In a 
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second time, assuming that , we 
determine the gain ensuring stabilization of 
closed loop system, in spite of the delay in the 
control loop, and the perturbation due to UDP flow. 
 

We consider the system presented in [20], 
where :  

                  

with  and for 

, we have , 

, . 
 

By substituting in (9), we obtain :  

 (29) 

 
Moreover, we consider that the lines of 

communication between the master (router) and 
slave (receiver), induce varying delays  and 

, characterized by the following values: 
 - Maximum values of delays :  

         ,  
- Maximum values of derivatives of delays : 
                          
 

Thus by applying theorem 2 to the system (29) 
with adjustment parameter , and by using the 
toolbox of Matlab YALMIP, we can conclude that 
the LMI (21) and (22) are satisfied for symmetric 
positive definite matrices follows:  

   

 

    

and  

     

 
Then, by replacing the matrices  and  in 

(23), we find that the gain  is :  

                (30) 

  
Moreover, applying Theorem 3 to the system 

(12) with , we find that the condition LMI 
(26) is satisfied for the following symmetric 
positive definite matrices  
                            

    

    

 
with  

     

by replacing the matrices  and  in (28), we 
obtain the observation gain  :  

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 10th September 2013. Vol. 55 No.1 

© 2005 - 2013 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
21 

 

                                

(31) 
 
To illustrate the effectiveness of our approach, 

we use the network simulator NS-2 [10] , knowing 
that in our example the buffer size is 400, and that 
the average size of a packet is 500 bytes. Thus, 
considering the values (30) - (31), relating to gains 
of state feedback and of the observer, we obtain the 
Figure 2 illustrating the evolution of the size of the 
queue. 

 
We can observe that our AQM allows efficient 

control and maintains the queue length close to its 
equilibrium value, in spite of the communication 
delays  and . 

 
We will now test the impact of the introduction 

of an additional traffic, insensible to packet loss, 
based on UDP. It is generated firstly with a flow of 

, secondly with  between 70 and 
110 seconds. The simulation results given in 
Figures (3)-(4) shows that when the UDP traffic is 
intense, we see a slight increase in the queue length 
in relation to the equilibrium position 

. However, once UDP 
communications have been completed, the 
operating point is quickly restored. 
 
5. CONCLUSION 

In this paper, we have discussed the 
phenomenon of congestion of router in the TCP 
network, by considering the case of slowly varying 
delays, bounded and asymmetric in the loops of 
control and measurement. Based on Lyapunov-
Krasovskii functional and stability criteria defined 
in the forms of LMI, we have designed a state 
feedback controller with observer, ensuring 
asymptotic stabilization system. Finally, we have 
illustrated the viability of this approach through a 
numerical example. However, our hypothesis of a 
variable delay with a zero lower bound is 
unrealistic (equivalent to assuming that the data 
transfer through the TCP network can be done 
instantly) which can lead to a certain conservatism 
of the results achieved. 
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Figure 2: Evolution Of The Queue Length : Desired Length  

 
 

   
  

Figure 3: Observer-Based State-Feedback : The Introduction Of UDP Flows ( ) 
Between 70 And 110 Seconds 

  
 
 

   
  

Figure  4: Observer-Based State-Feedback : The Introduction Of UDP Flows ( ) 
Between 70 And 110 Seconds 
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