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ABSTRACT 
 

In Biomedical research, retrieving documents that match an interesting query is a task performed quite 
frequently. Typically, the set of obtained results is extensive containing many non-interesting documents 
and consists in a flat list, i.e., not organized or indexed in any way. In this paper, we have presented an 
efficient bio-medical document retrieval system with the proposed cross-ontology based semantic similarity 
measure. Here, we have utilized the WordNet and MeSH ontologies for matching the input query keyword. 
As well, we have designed a novel cross-ontology based semantic similarity measure for the query 
keywords. The proposed system runs with three major processes, which includes 1) Extracting features 
from the documents based on TF-IDF similarity, 2) Indexing of documents by Rabin Fingerprint algorithm 
and 3) Retrieving the relevant documents based on distance measure. Finally, the relevant documents are 
retrieved from the document repository using the matching result. The experimentation process is carried 
out with the aid of the different set of medical documents and hence achieved the results. The performance 
analysis of the proposed retrieval system is evaluated by comparing the existing similarity measures along 
with evaluation metrics such as precision, recall and F-measure by achieving more than 95% accuracy in 
most cases. 

Keywords: Biomedical documents, Ontology, Wordnet, MeSH (Medical Subject Headings), TF-IDF 
Similarity measure, Query refinement, Rabin Fingerprint algorithm. 

 
1. INTRODUCTION 
 

Nowadays, due to the rapid advancement of 
Internet, the amount of information on it is 
increasing considerably. Most importantly, an 
information retrieval system should have ability to 
facilitate the user to achieve the useful information 
they requires. A user profile is very essential to 
provide the information that the user actually 
desires [10]. On the other hand, the users are 
discontented with the low precision and recall. The 
large volume of machine comprehensible 
information on the Semantic Web has provided 
some opportunities for the improvement of 
traditional search. Some semantic search techniques 
[11] have been developed to enhance the traditional 
search technology. Since the ranking of documents 
is an important part of today’s search engines, the 
ranking of relationships will also be crucial for 
future semantic search engines that would support 
detection and mining of the Semantic Web [12]. It 
is believed that only 20% of formal information can 
be extracted from the data repository containing 

numeric data only, and the residual 80% of 
information are concealed in the documents [13]. A 
similar surveillance has been made by Feldman 
[14], who states that 80% of precise knowledge in 
an enterprise can be found in documents. Hence, 
the document management has been recognized as 
an important topic in the information and 
knowledge management [15], which has been a 
well-established research field and triumphant for 
several applications in many areas. 

Due to the hugeness of data, a lot of time gets 
wasted for the user for browsing the Internet as well 
as searching for the information they needs. This 
makes the tasks of searching, accessing, displaying, 
integrating and preserving the data more difficult. 
To devise a search expression that gives the desired 
content, we can select the keywords (e.g., 
benchmark, performance) and phrases (e.g., 
document retrieval, full-text retrieval, information 
retrieval) which would likely be found in suitable 
documents. The intent of document retrieval 
systems is to return the appropriate documents to a 
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user based on their query, where the query is a 
collection of keywords. A document is considered 
as pertinent when its content is related to the query 
[32]. The document that has to be identified should 
be taken as a query in order to compare it with 
many or all of the document data in the digital 
library. The compressions or matching between the 
query document and each document in the digital 
library are carried out using the different attributes 
of the documents. Document Retrieval is a 
computerized process, which produce a relevance 
ranked list of documents according to an 
inquisitor’s request by comparing their request to 
an automatically formed index of the documents in 
the system. Today, each one is utilizing such 
systems in the form of web-based search engines. 
The document processor, query analyzer, and 
matching function are the three main components 
of document retrieval system [26]. 

Document Retrieval is usually called as 
Information Retrieval, where the user’s request are 
compared with an automatically created index of 
the textual content of documents in the system for 
generating a record that contains the list of 
documents in response to the request. Then, these 
documents can be accessed by the user in the same 
system. Good similarity measures are vital for 
techniques namely retrieval, matchmaking, 
clustering, data-mining, ontology translations, 
automatic database schema matching, and simple 
object comparisons. However, measures performed 
using complex or aggregated objects in ontologies 
are rare, they are essential for semantic web 
applications [3, 8, 16]. As compared to other 
measures, ontology-based similarity measure has 
some benefits: i) ontology is manually formed by 
human beings for a domain and so it was more 
exact; ii) it is much more computational efficient 
when compared to other techniques such as latent 
semantic indexing; iii) it helps to include domain 
knowledge into the data mining process. Generally, 
comparing two terms in a document by means of 
ontology information exploits the truth that their 
corresponding concepts in the ontology normally 
contain the properties in the form of attributes, level 
of generality or specificity, and their relationships 
with other concepts [1, 2, 17]. 

Ontologies are employed extensively in 
numerous fields such as knowledge engineering, 
artificial intelligence and applications related to 
knowledge management, information retrieval and 
the semantic web. Ontology defines “the basic 
terms and relations representing the vocabulary of 
topic areas and the rules for integrating terms and 

relations to specify extensions of the vocabulary” 
[5, 6, 7]. In this paper, we have utilized the 
WordNet and MeSH ontologies. A system that 
takes as input a list of keywords provided by the 
user and discovers their possible meanings by 
consulting the knowledge represented by these 
ontologies. These keyword senses are semantically 
enriched with the synonym terms found during the 
ontology matching process. Semantic similarity is 
concerned about to determine relation between two 
terms or concepts. Rodriguez M.A. and Egenhofer 
M.J [41] have utilized the WordNet and SDTS 
ontologies to retrieve the appropriate document 
using word matching. Euripides G.M. Petrakis et al. 
[42] make use of the MeSH ontology to determine 
the accurate document using X-similarity measure. 
By considering these ideas, we have designed an 
efficient bio-document retrieval system using cross 
ontology based similarity measure. 

The main contributions of this research work are 
as follows, 

 We have designed an effective method for 
retrieving the bio-medical document from 
the document repository. 

 We have designed a novel cross-ontology 
measure. 

 We have utilized two ontologies like 
WordNet and MeSH for matching the 
input query keyword. 

 We have designed an effective query 
refining schema for matching the results 
and retrieving the documents. 

 We have carried out the experimentation 
results with different set of bio-medical 
documents which satisfy the Wordnet and 
the MeSh terms. 

 We have made a comparative analysis 
with an existing research and achieved 
better results in terms of evaluation 
metrics like precision and recall. 

The rest of the paper is organized as follows: a 
brief review of some of the literature works in 
document retrieval system is presented in Section 2. 
The basic information about ontology utilized in 
our proposed technique is given in Section 3. 
Section 4 explains the designing procedure of the 
cross ontology measure. The proposed 
methodology for bio-document retrieval system is 
detailed in Section 5. The experimental results and 
performance analysis discussion is provided in 
Section 6. Finally, the conclusions are summed up 
in Section 7.  
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2. LITERATURE SURVEY 
 

In the literature, there are already several 
benchmarking tools, which standardize the process 
of retrieving the documents using various 
techniques. Some of the recent points of reference 
works are portrayed here. 

Dolf Trieschnigg et al. [34] have proposed an 
Effective MeSH Text Classification for Improved 
Document Retrieval for Controlled vocabularies 
such as the Medical Subject Headings (MeSH) 
thesaurus and the Gene Ontology (GO) provide an 
efficient way of accessing and organizing 
biomedical information by reducing the ambiguity 
inherent to free-text data. Different methods of 
automating the assignment of MeSH concepts have 
been proposed to replace manual annotation, but 
they are either limited to a small subset of MeSH or 
have only been compared to a limited number of 
other systems. They compared the performance of 6 
MeSH classification systems (MetaMap, EAGL, a 
language and a vector space model based approach, 
a K-Nearest Neighbor approach and MTI) in terms 
of reproducing and complementing manual MeSH 
annotations. A K Nearest Neighbor system clearly 
outperforms the other published approaches and 
scales well with large amounts of text using the full 
MeSH thesaurus. Their measurements demonstrate 
to what extent manual MeSH annotations can be 
reproduced and how they can be complemented by 
automatic annotations. They also showed that a 
statistically significant improvement can be 
obtained in information retrieval (IR) when the text 
of a user's query is automatically annotated with 
MeSH concepts, compared to using the original 
textual query alone. 

Shi-Jay Chen and Hung-Chin Chu [35] have 
proposed an extended fuzzy concept networks 
based approach for fuzzy query processing of 
document retrieval. A relevance matrix and relation 
matrix have been employed to design the extended 
fuzzy concept networks. Here, a satisfaction matrix 
has been obtained by the proposed approach by 
combining the document descriptor relevance 
matrix defined by the expert with the user's query 
descriptor based on diverse weights. Then, an AND 
operator of the quadratic-mean averaging operators 
has been used for computing all the elements in 
each row of the satisfaction matrix. Finally, the user 
desired relevant documents has been obtained by 
ranking the degrees of satisfaction of each 
satisfaction matrix. 

Ali et al. [36] have proposed an approach, where 
the depiction of the documents has the advantage of 
including the information in its model of the 
neighborhood of terms. They have analyzed the 
performance of their approach in terms of research 
relevance and also the time of indexing and 
research. The obtained results have shown a 
substantial improvement in the relevance due to the 
use of the neighborhood of the terms, and this 
hasn't influence on the indexing and research time 
that stay so quick. As well, another author Dang 
Tuan Nguyen [37] has constructed a document 
retrieval system with three main features: 1) 
processing English queries of users, 2) cooperating 
with users to correct the wrong syntax queries, 3) 
giving results of the queries. Moreover, an 
important semantic rendition has been introduced 
for natural language queries. Their research has 
been limited in some specific applications such as 
searching e-books in e-libraries with some 
information about e-books. In these applications, 
information about application fields, data structures 
and more has been clearly understood. 

Rong Zhao et al. [38] examined the use of this 
technique for content-based web document 
retrieval, using both keywords and image features 
to represent the documents. Two different 
approaches to image feature representation, namely, 
color histograms and color anglograms, are adopted 
and evaluated. Experimental results showed that 
LSI, together with both textual and visual features, 
is able to extract the underlying semantic structure 
of web documents, thus helping to improve the 
retrieval performance significantly, even when 
querying is done using only keywords. Anne 
Kathrin Bartsch et al. [39] used a Gene-Reporter, 
which is a web tool that reports functional 
information and relevant literature on a protein-
coding sequence of interest. Its purpose is to 
support both manual genome annotation and 
document retrieval. PubMed references 
corresponding to a sequence are detected by the 
extraction of query words from UniProt entries of 
homologous sequences. Data on protein families, 
domains, potential cofactors, structure, function, 
cellular localization, metabolic contribution and 
corresponding DNA binding sites complement the 
information on a given gene product of interest. 

S. Siva Sathya et al. [43] have proposed a 
document crawler is used for gathering and 
extracting information from the documents 
available from online databases and other 
databases. Since search space is too large, Genetic 
Algorithm (GA) is used to find out the combination 
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terms. In the proposed document retrieval system, 
we extract the keywords from the document crawler 
and with these keywords GA generates 
combination terms. The proposed work is having 
three main features: First is to extract keywords and 
other information from the database by a document 
crawler. Second is to generate the combination 
terms using genetic algorithm. Third, results 
generated from the GA are applied to information 
retrieval system to generate better results. From the 
results obtained, the relevance of the documents is 
verified using evaluation measures namely 
precision and recall. 

3. BACKGROUND INFORMATION 
 
3.1 Wordnet 

WordNet is an online lexical database of English, 
developed under the guidance of Miller at Princeton 
University [4]. Here, a set of cognitive synonyms 
called synsets, each representing a different 
concept, are formed by grouping the nouns, verbs, 
adjectives and adverbs. Synsets are created by 
using conceptual semantic and lexical relations. 
WordNet can also be seen as ontology for natural 
language terms. It has more than 100000 words, 
organized into taxonomic hierarchies. Nouns, 
verbs, adjectives and adverbs are grouped into 
synonym sets (synsets). The synsets are also 
grouped into senses i.e., diverse meanings of the 
same word or concept. The synsets (or concepts) 
have a connection to other synsets higher or lower 
in the hierarchy by diverse types of relationships. 
Hyponym/Hypernym (i.e., Is-A relationships), and 
the Meronym/Holonym (i.e., Part-Of relationships) 
are the two most common relationships. Hyponym 
and Hypernym are the secondary organizing 
principle. If a word is the hyponym of another 
word, then the first word has a narrower definition 
than the second. Inversely, the second word is the 
hypernym of the first word. They are both transitive 
relations and are their respective inverse relations. 
There are, nine noun and several verb Is-A 
hierarchies, but the adjectives and adverbs are not 
organized into Is-A hierarchies [9]. Same as the 
Open Directory, the synset ids are altered when 
new versions of the ontology are published, 
however a backward compatibility utility program 
is used to map synsets between the versions [18]. 

3.2 MESH 

Medical Subject Headings (MESH) is the 
National Library of Medicine's vocabulary 
thesaurus. MeSH contains a collection of words 
representing descriptors in a hierarchical structure. 

MeSH [19, 20] is a taxonomic hierarchy of 
medicinal and biological terms suggested by the 
U.S National Library of Medicine (NLM). NLM 
has utilized the Extensible Markup Language 
(XML) as the description language for MeSH. The 
MeSH vocabulary file is available in XML format. 
All words in MeSH are placed in a hierarchy with 
most common words such as "Chemicals and 
Drugs", higher in the nomenclature than the most 
specific words such as "Aspirin". There are 21,973 
main headings, termed descriptors, in MeSH 
(22,568 in 2004). Furthermore, MeSH is a 
hierarchical tree like structure, in which a term can 
emerge in different sub-trees. There are 15 tree 
hierarchies i.e., sub-trees in the MeSH ontology and 
the type of relationship between nodes in each sub-
tree is IS-A relationship [21, 22]. 

4. DESIGNING OF CROSS ONTOLOGY 
MEASURE 

 
Cross ontology measures compares the words 

from diverse ontologies such as WordNet and 
MeSH. The cross ontology approaches often 
requires hybrid or feature based measures, because 
the structure and information content between 
diverse ontologies cannot be compared directly. For 
instance, two terms are alike if they have same 
spelling or meaning, or they are related with other 
terms that are alike. Several intelligent knowledge-
based applications have techniques for computing 
semantic similarity between the terms. Most of the 
existing semantic similarity measures have used 
ontology structure as their key source, but they 
cannot calculate the semantic similarity between 
words and concepts using several ontologies.  

4.1 Extracting Set of Relevant Definitions, 
Features, Synsets, Neighbors from both 
Ontologies 

In general, ontologies can be distinguished into 
domain ontologies, representing knowledge of a 
particular domain, and generic ontologies 
representing common sense knowledge about the 
world. There are several examples of general 
purpose ontologies available including WordNet 
attempts to model the lexical knowledge of a native 
speaker of English. English nouns, verbs, 
adjectives, and adverbs are organized into synonym 
sets, called synsets, each representing a concept. As 
well, one of the domain specific ontology designed 
for medical concepts includes MeSH. Based on the 
relevant input query keyword, the set of appropriate 
definitions, features (Hypernyms), synset, 
neighbors (Hyponyms) are extracted from both the 
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ontologies, WordNet and MeSH. The sample XML 
descriptions about the query keywords from both 

ontologies with the given bio-medical term are 
shown below. 

 
 

Table 1. XML Descriptions Taken From The Wordnet And Mesh Ontology 
WordNet: Adenovirus MeSH: Rotavirus 

<Term>Adenovirus 
<Definition>any of a group of viruses including 
those that in humans cause upper respiratory 
infections or infectious pinkeye,</Definition> 
<Synset>adenovirus,</Synset> 
<Hypernyms>animal_virus,,</Hypernyms> 
<Hyponyms>parainfluenza_virus,,</Hyponyms> 
</Term> 
 

<Term>rotavirus enteritis 
<Definition>A viral infectious disease 
that results_in inflammation located_in 
stomach and located_in intestine, 
has_material_basis_in Rotavirus, which 
is transmitted_by ingestion of 
contaminated food or water, or 
transmitted_by fomites. The infection 
has_symptom fever, has_symptom 
vomiting, has_symptom diarrhea, and 
has_symptom abdominal 
pain.</Definition> 
<Synset>rotavirus enteritis, Enteritis due 
to rotavirus (disorder),</Synset> 
<Hypernyms>Nil</Hypernyms> 
<Hyponyms>rotavirus 
enteritis</Hyponyms> 
</Term> 

 
4.2 Finding Cross Ontology Measure for the 

Input Query  

In order to find the cross ontology measure for 
the input query, we have found out the semantic 
similarity measures of the extracted feature sets, 
synsets, neighborhoods and the definitions of the 
two different ontologies. The similarity between 
two different terms is computed as a weighted sum 
of similarities between synonym sets (synsets), 
features, neighborhoods and their definitions. 
Consider the WordNet 1O  and MeSH 

2O  
ontologies, in which the Query keyword Q  consists 
of Features F , Synsets S , Neighborhoods N  and 
Definitions D  obtained from both the ontologies. 
In addition, we have combined all the chosen 
features together in a vector named as sA . Based on 
the input query, we have to find out the cross 
ontology measure for every set of features, synsets, 
neighborhoods and definitions obtained from the 
ontologies. The set of features, synsets, 

neighborhoods and definitions obtained from the 
ontologies 1O  and 

2O  are represented as follows, 

(1) (2) (1) (2)
1 2{( , ) | , }i i i iF f f f O f O= ∈ ∈ ; 1 i m≤ ≤  

(1) (2) (1) (2)
1 2{( , ) | , }i i i iS s s s O s O= ∈ ∈ ; 1 i m≤ ≤  

(1) (2) (1) (2)
1 2{( , ) | , }i i i iN n n n O n O= ∈ ∈ ; 1 i m≤ ≤  

(1) (2) (1) (2)
1 2{( , ) | , }i i i iD d d d O d O= ∈ ∈ ; 1 i m≤ ≤  

{ , , , }sA F S N D=  
The similarity measure 1 2( , )Sim Q Q of the input 

query keywords Q1and Q2 from ontologies O1and 
O2 respectively is computed with the aid of the set 
of features, synsets, neighborhoods and the 
definitions extracted from both the ontologies. The 
formula utilized for computing the similarity 
measure of the corresponding query keyword from 
the Wordnet and MeSH is given as follows, 

2 2 2 2
1 2 1 2 1 2 1 2

1 2
( , ) ( , ) ( , ) ( , )

( , )
4

f s n dS Q Q S Q Q S Q Q S Q Q
Sim Q Q

α β γ δ+ + +
=  

Where, , , ,α β γ δ  are the set of the similarity parameters and these parameters are identified as belows. 

( ) ( ) ( ) ( ) ( )
(1) (2) (1) (2)

(1) (2) (1) (2) (1) (2) (1) (2) (1) (2)

s s

s s

f f A A

f f s s n n d d A A
α

∩ + ∪ ∩∪
=

∩ + ∩ + ∩ + ∩ + ∪ ∩∪
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( ) ( ) ( ) ( ) ( )
(1) (2) (1) (2)

(1) (2) (1) (2) (1) (2) (1) (2) (1) (2)

s s

s s

s s A A

f f s s n n d d A A
β

∩ + ∪ ∩∪
=

∩ + ∩ + ∩ + ∩ + ∪ ∩∪
 

( ) ( ) ( ) ( ) ( )
(1) (2) (1) (2)

(1) (2) (1) (2) (1) (2) (1) (2) (1) (2)

s s

s s

n n A A

f f s s n n d d A A
γ

∩ + ∪ ∩∪
=

∩ + ∩ + ∩ + ∩ + ∪ ∩∪
 

( ) ( ) ( ) ( ) ( )
(1) (2) (1) (2)

(1) (2) (1) (2) (1) (2) (1) (2) (1) (2)

s s

s s

d d A A

f f s s n n d d A A
δ

∩ + ∪ ∩∪
=

∩ + ∩ + ∩ + ∩ + ∪ ∩∪
 

Also, 1 2( , )fS Q Q , 1 2( , )sS Q Q , 1 2( , )nS Q Q  and 1 2( , )dS Q Q are the individual similarity measures 

of the every feature set, synsets, neighborhoods and definitions respectively. Here, the formula for finding 
the similarity of every set of terms by means of their common universal set of all terms with features, 
synsets, neighborhoods and the definitions is given in detail. 

(1) (2) (1) (2) (1) (2) (1) (2)

1 2 (1) (2) (1) (2) (1) (2) (1) (2)

~ ~ ~ ~
( , )

* ~ * ~ * ~ ~ *
f

f f f f f f f f
S Q Q

f f f f f f f f

       ∩ ∩ ∩ ∩
       = + − −
       
       

 

(1) (2) (1) (2) (1) (2) (1) (2)

1 2 (1) (2) (1) (2) (1) (2) (1) (2)

~ ~ ~ ~
( , )

* ~ * ~ * ~ ~ *
s

s s s s s s s s
S Q Q

s s s s s s s s

       ∩ ∩ ∩ ∩
       = + − −
       
       

 

(1) (2) (1) (2) (1) (2) (1) (2)

1 2 (1) (2) (1) (2) (1) (2) (1) (2)

~ ~ ~ ~
( , )

* ~ * ~ * ~ ~ *
n

n n n n n n n n
S Q Q

n n n n n n n n

       ∩ ∩ ∩ ∩
       = + − −
       
       

 

(1) (2) (1) (2) (1) (2) (1) (2)

1 2 (1) (2) (1) (2) (1) (2) (1) (2)

~ ~ ~ ~
( , )

* ~ * ~ * ~ ~ *
d

d d d d d d d d
S Q Q

d d d d d d d d

       ∩ ∩ ∩ ∩
       = + − −
       
       

 

 
5. PROPOSED SYSTEM FOR BIO-

MEDICAL DOCUMENT RETRIEVAL 

Today, search engines are being extensively used 
for retrieving information from several resources all 
over the world. Where, most of the searches are 
based on the area of biomedical for obtaining 
relevant documents from different biomedical 
databases. Nowadays, search engines are 
inefficacious in document clustering and 
representing the relevant level of the documents 
extracted from the databases.  Currently, there is an 
enormous expansion in the development of new 
technologies that are being established in each and 
every field including bioinformatics. The area of 
bioinformatics found to be lacking in development 
previously but now, this area found to have an 
extraordinary expansion comparatively to other 
areas [27, 28, 29]. Nowadays, due to hastily 
increasing volume of publications in the 
biomedical, finding related work is more and more 
a complicated challenge. Since the biomedical 
science is very diverse, the solutions for the 

document search problems are complex and the 
articles most pertinent to one reader may not be 
relevant to another. [30,31].  

In Biomedical research, the ability to extract the 
sufficient information from the sprouting literature 
is an extremely significant asset. Scientific 
publishing grows at a constant rate and research 
goals are becoming increasingly focused and 
intricate. The urge for automatic curation 
techniques and tools is now greater than ever and 
the competence to retrieve the proper set of 
documents about a particular problem is decisive. 
Biomedical information retrieval is often supported 
by bibliographic databases and open-access 
journals. At present, PubMed maintains the largest 
life science and biomedical bibliographic database, 
comprising more than 17 million records. Even 
though providing an excellent service, PubMed 
search engine is based on user-specified queries, 
i.e., sets of keywords that the user considers to best 
represent the query. Achieving a sufficient 
formulation of a query is not easy. Users may select 
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common words or address broad-scope problems 
(e.g. a search on “leukemia”). While searching for 
pertinent documents through such a process, several 
partly related and unrelated documents will be 
retrieved additionally.  Every document that 
matches the posted keywords in any of the 
requested search fields is considered as a candidate. 

But, it is insignificant for the user to pose its query 
in such a way that the keywords do not bring 
attention over documents that are not connected to 
the subject of their interest [33]. The overall 
architecture of the proposed bio-document retrieval 
system is given in figure 1. 

 

 
Figure. 1 Block Diagram Of The Proposed Document Retrieval System 

 
5.1 Extracting Feature Vectors from the 

Documents of Repository 

The initial process of the document retrieval 
system mainly deals with the extensive empirical 
runs which showed the value of the simple natural 

language processing techniques of stemming, 
deletion of stop words, finding similarity measure 
for extracting the feature vectors. In this, the set of 
keywords are extracted from the documents as the 
outcomes of the pre-processing steps. The pre-
processing step mainly integrates the stop words 
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removal and the stemming process which results 
the set of keywords K of all documents in the 
repository. Subsequently, the features are extracted 
based on the similarity measure as computed with 
the aid of the TF-IDF similarity measure. 

5.1.1 Pre-Processing 
The pre-processing mainly carries out with two 

steps which includes, 1) Deletion of stop words and 
2) Stemming process. After the completion of these 
processes, the set of significant keywords results as 
an output from every document by removing the 
stop words and stemmed some of the words.  

a) Deletion of Stop Words: This method filters 
the document’s promising indexing elements 
against a Stop Word list in order to remove the 
words, which are considered to be trivial in 
determining a document’s relevance to a user’s 
request. The main purpose of deleting stop words is 
to preserve the system resources by removing those 
terms that contain small value for retrieval 
performance. The general word classes that are 
marked as stop words comprise the function word 
classes and a few more (i.e. articles, conjunctions, 
interjections, prepositions, pronouns, and ‘to be’ 
verb forms) [26].  

b) Stemming Algorithm: Stemming is the 
process of acquiring the root words from the 
derived words that are present in the filtered tokens. 
The function of stemming is to diminish the storage 
requirements of the inverted index file via 
minimizing the number of unique terms. However, 
stemming has remained in use even today when 
storage is not a problem, because it improves recall 
of pertinent documents. For instance, if a query 
includes the word study, the user may desire 
documents that contain the words studies, studying, 
or studied [40]. 

5.1.2  Extracting Features from the Documents 
Based On TF-IDF Similarity 

After the pre-processing steps, we find the 
similarity measure of all keywords extracted from 
the document repository D . The similarity measure 
we have utilized here is TF-IDF similarity as given 
in equation 1. Then, based on the similarity 
measure, we have taken the set of keywords K  
with highest score. 

a) TF-IDF similarity measure 
The term frequency–inverse document frequency 

(TF–IDF) is a weight usually employed in 
information retrieval and text mining. This TF-IDF 
weight is a mathematical measure used to calculate 

how vital a word is to a document in a group or 
corpus. The importance increases proportionally to 
the number of times a word occurs in the document 
but is equalized by the frequency of the word in the 
collection. Deviations of the TF–IDF weighting 
scheme are usually used by search engines as an 
essential tool in scoring and ranking a document's 
relevance given a user query. TF–IDF can be 
efficiently used for stop-words filtering in different 
subject areas such as text summarization, 
classification etc [24]. Using the TF-IDF weighting 
scheme [23], td is described as, 

,( )*( )t d t td TF IDF=  

Where ,d tTF  is the number of times that term t  

occurs in the document represented by d , 
/t tIDF N n= , N is the total number of documents in 

the database, and tn  is the total number of 
documents in the database that contain the term t . 

The document repository D consists of a set of 
bio-medical documents based on the input query 
keyword. 

1 2{ , ,..., }nD d d d=  

Each document comprise of set of extracted 
keywords K  by completing the pre-processing 
steps. 

1 2{ , ,..., }nd k k k=  

Subsequently, the TF-IDF similarity measure is 
computed for all the extracted keywords. Then, sort 
the keywords based on their corresponding 
similarity measures. The similarity measure with 
the highest score is considered to be the significant 
features vf from the corresponding documents. 

( )tS d K= min_vf S threshold= >  
 
5.2 Indexing Of Documents 

The document retrieval system prepares for 
retrieval by indexing the documents and 
formulating the queries, resulting in document 
representations and query representations 
respectively. Automatic indexing begins with raw 
feature extraction, such as extracting all the words 
from a text, followed by refinements in accordance 
with the conceptual schema. Here, the indexing is 
done with the aid of the Rabin’s Fingerprint 
hashing algorithm so that the matching process can 
be done easily. 
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5.2.1 Indexing using Inverted Indices and 
fingerprint value using Rabin fingerprint 
algorithm 
 
a) Rabin fingerprint algorithm 

Assume that the character string A  is a bit string 
having m  bits ],,[ 1 mbb   and it is associated to a 
polynomial of degree )1( −m  in indeterminate t as 
follows [25]: 

mm
mm btbtbtbtA ++++= −
−−

1
2

2
1

1)(   
Then, a polynomial )(tP  of degree k is 

represented as, 

kk
kk atatatatP ++++= −
−

1
1

21)(   
In Rabin’s fingerprinting technique, an 

irreducible polynomial is used for )(tP . As we are 
dealing with bit strings, all the coefficients of )(tA  
are in 2Z . Hence )(tP  will be selected by using 

sai '  in 2Z . Then, the fingerprinting function for a 
given character string A  is defined as, 

)(mod)()( tPtAAf =  
Using the Rabin’s fingerprint algorithm, we have 

calculated the fingerprint value valF  for the selected 

features vf of the documents with the similarity 
measure.  

( )val v RabinF Hash f=  

Subsequently, the indexing process of the 
documents is carried out based on the fingerprint 
values of every feature sets. Here, we have applied 
the inverted index method. An inverted index is an 
indexing data structure storing a mapping from 
content, such as words or numbers, to its locations 
in a database file, or in a document or a set of 
documents. The purpose of an inverted index is to 
allow fast full text searches, at a cost of increased 
processing when a document is added to the 
database. The inverted file may be the database file 
itself, rather than its index. In this, every feature is 
selected and all the corresponding documents 
having the particular features are being indexed DI . 
Meanwhile, the keywords are indexed by their own 
hash values valF . 

{ [ ] | ( )}D v vI f D hash f= ∈  
The sample hashing process is given in the 

following table 2. 

 

 

Table 2. Indexing Of Documents 
Hashed 

keywords Relevant Documents 

1010101 d1, d3, d4, d5, d29 
1001101 d2, d3, d7, d6, d13, d4, d23, 24 
1011100 d8, d10, d17, 18 
1000001 d1, d21, d30, d19, d11, d27 
1111101 d26, d22, d18, d16,d28 

 
5.3 Retrieving the Relevant Documents 

This section describes the retrieval procedure of 
bio-documents from the input database. When the 
user provides the input query keywords, the 
features of the input query words, { , , , }sA F S N D=  
is obtained from WordNet and MeSH ontologies. 
Then, the system finds the cross ontology similarity 
measure for the query keywords using the features 
extracted from the ontologies. If the similarity 
measure is less than the user specified threshold, 
the query refining process is done, means that the 
user have to check or give alternative relevant 
keywords. If the similarity measure is above the 
user specified threshold, the input query is hashed 
and matched with the indexed document’s hash 
values. If the hash value in the repository matches 
with the hash value of the input keyword, then we 
can retrieve the required number of bio-documents 
relevant to the query keyword.  

The pseudo code of the proposed document 
retrieval system is given as below. 

Pseudo code 
Input: Query keywords, 1 1q O∈ ; 2 2q O∈  
Output: Relevant Documents DR  
Assumptions 
F Features 
S Synsets 
N Neighborhoods 
D Definitions 
Sm  Similarity measure 
I(H,D)  Indexed documents (H refers to hashed 
keyword and D refers to documents) 
 
Pseudo code 
Begin  

1 2 , { , }Get query Q q q=        
 f  ,{ , , , }obtain eaturevectors F S N D Q∈  

             1 2( , )mS Sim Q Q=  

 mif S thresh<  
            prompt theuser tocheck Q  
 else  
 1 2, ( )  ( )hashing H q and H q   
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1 1 2 2 tan , ( ( ), ( , ))  ( ( ), ( , ))finding dis ce D H q I H D and D H q I H D
 

1 if D thresh>   
       1( , ) ( )DR I H D H q<< ∈  
  end if  
 2 if D thresh>  
        1( , ) ( )DR I H D H q<< ∈  
      end if  
end  
  
6. RESULTS AND DISCUSSION 

The results obtained from the experimentation of 
the proposed cross ontology-based similarity 
measure for bio-document retrieval system is 
presented in this section. We have implemented our 
proposed bio-document retrieval system using Java 
(jdk 1.6). The dataset utilized in our experimental 
results are bio-medical documents obtained from 
the PubMed database. 

 
6.1 Experimental Environment And Dataset 

Description 

This experimental environment of proposed bio-
document retrieval system is Windows XP 
Operating system at 2 GHz dual core PC machine 
with 2 GB main memory running a 64-bit version 
of Windows 2007.   

Dataset Description: We have tested our 
algorithm in different documents obtained from 
PubMed database which satisfies the WordNet and 
MeSH ontologies. PubMed is the National Library 
of Medicine's search service that provides access to 
over 11 million citations in MEDLINE. MEDLINE 
is the premier bibliographic database covering the 
fields of medicine, nursing, dentistry, veterinary 
medicine, the health care system, and the 
preclinical sciences. It contains more than 11 
million references and abstracts from over 4000 
biomedical journals. From that database, we have 
chosen only 180 medical for 6 different medical 
keywords. As well, we have taken 30 documents 
for every keyword of both the ontologies. The 
chosen sample keywords of WordNet and MeSH 
ontologies are shown in table 3. 

Table 3. Wordnet And Mesh Terms 
WordNet MeSH 

Adenovirus Rotavirus 
Anemia Appendicitis 

Pneumonia Asthma 
Carcinoma Neoplasm 

Hypothyroidism Hyperthyroidism 
Pain Ache 

 
6.2 Evaluation Metrics 

An evaluation metric is used to evaluate the 
effectiveness of document retrieval systems and to 
justify theoretical and practical developments of 
these systems. It consists of a set of measures that 
follow a common underlying evaluation 
methodology. Some of the metrics that we have 
chosen for our evaluation purpose are Recall, 
Precision and the F-measure.    

Precision, 
{  } {  }

{  }
relevant documents retrieved documents

P
retrieved documents

∩
=  

Recall, 
{  } {  }

{  }
relevant documents retrieved documents

R
relevant documents

∩
=  

F- Measure, 2
( )

PRF
P R

=
+

 

As suggested by above equations in the field of 
Document retrieval, Precision is the fraction of 
retrieved documents that are relevant to the search, 
Recall is the fraction of the documents that are 
relevant to the query that are successfully retrieved 
and the F-measure that combines precision and 
recall is the harmonic mean of precision and recall. 

6.3 Performance Analysis Over The Proposed 
Cross Ontology Based Similarity Measure 

The performance of the proposed retrieval 
system is analyzed over by the proposed cross 
ontology based similarity measure along with the 
X-similarity measure [42] and the Rodriguez M.A‘s 
[41] similarity measure. Here, we the similarity 
measures of the [41, 42] are taken from the 
semantic similarity system intelligence laboratory. 
They have analyzed by their own similarity 
measures with the aid of the WordNet and the 
MeSH ontology terms. In this, some of the medical 
terms fail to reach the similarity values of the 
existing ones, in which our proposed cross ontology 
based similarity measure performs better results. 
Table 4 lists the comparative values obtained by the 
proposed similarity measure and the existing works. 
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Table 4. Cross Ontology Based Similarity Measure Comparison 
Query keyword X-similarity 

measure [42] 
Rodriguez M.A 

[41] 
Proposed similarity 

measure WordNet MeSH 
Adenovirus Rotavirus 0.16 0.018666667 0.03406453 

Anemia Appendicitis 0 0 0.02938514816 
Pneumonia Asthma 0.07 0.0119 0.01566590728 
Carcinoma Neoplasm 0.17 0.04 0.0569153419 

Hypothyroidism Hyperthyroidism 0.387 0 0.0871796247 
Pain Ache 1 0.021666667 0.04950827 

Dementia Atopic Dermatitis 0 0 0.044338768 
Malaria Bacterial Pneumonia 0.113 0 0.04502309 

Osteoporosis Patent Ductus Arteriosus 0.122 0 0.2681062 
Sinusitis Mental Retardation 0 0 0.075982524 

Urinary Tract Infection Pyelonephritis 0.03 0.01 0.1153284073 
Iron Deficiency Anemia Sickle Cell Anemia 0.14 0.01166667 0.060882246 

 
6.4 Performance Analysis Over The 

Proposed Bio-Document Retrieval 
System Using Evaluation Metrics 

The performance of the proposed retrieval 
system is evaluated based on the input query 
keywords of WordNet and MeSH ontologies 
using the Precision, recall and F-measure. Here, 
we have utilized six set of medical keywords and 

the corresponding medical documents obtained 
from the PubMed database. We have analyzed 
our proposed system with different keywords 
with the relevant and retrieved documents. The 
table 5 lists the obtained values for the 
evaluation measures with different keywords and 
the relevant documents as 30. It reveals that the 
proposed system works fine in the medical 
document retrieving process.  

Table 5. Precision, Recall And F-Measure For Different Keywords 
Query keyword Relevant 

documents 
Retrieved 
documents Precision Recall F-measure WordNet MeSH 

Adenovirus Rotavirus 30 31 0.967742 1 0.983607 
Anemia Appendicitis 30 31 0.967742 1 0.983607 

Pneumonia Asthma 30 31 0.967742 1 0.983607 
Carcinoma Neoplasm 30 38 0.789474 1 0.882353 

Hypothyroidism Hyperthyroidism 30 30 1 1 1 
Pain Ache 30 28 0.607143 0.566667 0.586207 

 
In addition, the results are obtained by varying 

the similarity threshold in matching the hashed 
query keyword with the indexed hash values. The 
obtained results are used to measure the precision, 
recall and F-measure values that are plotted as a 
graph and shown in figure 2, 3 and 4 respectively. 
By analyzing the graphs, when the threshold is 
fixed as 0.4, the proposed system achieved 
maximum precision compared with other threshold 
values. 

 
Figure. 2 Precision Graph Plotted For Different 

Similarity  Thresholds 

 
Figure. 3 Recall Graph Plotted For Different Similarity  

Thresholds 

 
Figure. 4 F-Measure Graph Plotted For Different 

Similarity Thresholds 
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7. CONCLUSION 

In this paper, we have presented an effective bio-
medical document retrieval system with cross 
ontology based similarity measure. As well, the 
experimentation is carried out with the aid of the 
PubMed database documents. The performance of 
the proposed retrieval system is analyzed by means 
of the two existing similarity measure with the 
proposed cross ontology based similarity measure 
for different medical terms. As well, we have 
evaluated our proposed system with standard 
evaluation metrics like Precision, recall and F-
measure and achieved more than 95% accuracy for 
most of the medical terms. 
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