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ABSTRACT 
 
Classification is the process of finding a model or a function that describes and distinguishes data classes 
and concepts, for the purpose of being able to use the model to predict the classes of objects whose class 
label is not known. The process of data analysis becomes time consuming and tedious as volume of data 
increases. So to make the process of data classification faster, soft computing techniques have been applied. 
Great deal of work has been done in the area of classification using evolutionary techniques. This survey 
gives an insight into the work done on classification using genetic algorithms and genetic programming and 
their applications in different problems and areas.  
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1. INTRODUCTION  
  
In recent years there has been an explosive growth 
in the generation and storage of electronic 
information as more and more operations are 
computerized due to technology advances in data 
acquisition and a continued decline in the cost of 
data storage [1]. The digital revolution has made 
digitized information easy to capture and fairly 
inexpensive to store [2]. The manual process of 
data analysis becomes tedious as size of data grows 
and the number of dimensions increases, so the 
process of data analysis needs to be computerised. 
The term KDD refers to the automated process of 
knowledge discovery from databases. KDD has 
many steps for analysis namely data cleaning, data 
integration, data selection, data transformation, data 
mining, pattern evaluation and knowledge 
representation. As can be seen data mining is a step 
in the whole process of knowledge discovery which 
can be explained as a process of extracting or 
mining knowledge from large amounts of data [3]. 
It can also be explained as a collection of 
techniques for efficient automated discovery of 
previously unknown, valid, novel, useful and 
understandable patterns in large databases [4]. Data 
mining is the non trivial process that automatically 
collects the useful hidden information from the data 
and is taken on as forms of rule, concept, pattern 

and so on [5]. The extracted knowledge from data 
mining, allows the user to find interesting patterns 
and regularities deeply buried in the data to help in 
the process of decision making. According to 
different goals, the mining task can be mainly 
divided into four types: class/concept description, 
association analysis, classification or prediction and 
clustering analysis [6]. Before applying any kind of 
data mining algorithm to the available data, data 
needs to be prepared. A robust preprocessing 
system is required in order to extract any kind of 
knowledge [7]. Data preprocessing is done using 
steps like data integration, data cleaning, 
discretization, and attribute selection. Detailed 
descriptions of above preprocessing techniques 
have been widely reported [8-12]. 
 The present article provides an overview 
of the available literature on classification based on 
genetic algorithms.  Section II provides a brief 
overview of all classification techniques. Section III 
describes the basics of genetic algorithms.  In 
Section IV the available literature on genetic 
algorithms based classification strategies. 

2.     CLASSIFICATION 
  
Classification is the process of finding a model or a 
function that describes and distinguishes data 
classes and concepts, for the purpose of being able 
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to use the model to predict the classes of objects 
whose class label is not known. In the classification 
task the data being mined is divided into two 
mutually exclusive and exhaustive data sets: the 
training set and the test set. The data mining 
algorithm has to discover model by accessing the 
training set only. Data classification can be viewed 
as a two step process: learning step in which a 
classifier is built describing a predetermined set of 
classes or concepts by analyzing the training set 
made up of database tuples and their associated 
labels. In the second step model is used for 
classification by first estimating the predictive 
accuracy of classifier built during the first step. It is 
done using the test data. The accuracy of classifier 
on a given test set tuples is percentage of tuples that 
are correctly classified by the classifier. If the 
accuracy is above some acceptable level, the 
classifier can be used to predict future tuples whose 
class label is not known [3]. Classifiers used are of 
many categories like rule based classifiers, decision 
trees, support vector machines, bayesian classifiers, 
genetic algorithms, neural networks, fuzzy logic 
etc.  
 Genetic algorithms are used with other 
classification algorithms to improve their 
performance. Great deal of work has been done 
using hybrid evolutionary classifiers. In this paper a 
review of existing classifiers using genetic 
algorithms is presented with the respective fitness 
functions and reproduction operators.  

3. GENETIC ALGORITHMS AND 
PROGRAMMING 

  
Genetic Algorithms (GA) are search algorithms 
based on natural genetics that provide robust search 
capabilities in complex spaces, and thereby offer a 
valid approach to problems requiring efficient  and 
effective search processes [13]. Initially GA was 
not designed as machine learning algorithm but can 
be easily dedicated to this task [14]. GA is an 
iterative process that operates on a population, i.e., 
a set of candidate solutions. Each solution is 
obtained by means of an encoding/decoding 
mechanism, which enables us to represent the 
solution as a chromosome and vice versa. Encoding 
of the chromosomes depends mainly on the 
problem to be solved. Initially, the population is 
randomly generated. Every individual in the 
population is assigned, by means of a fitness 
function, a fitness value that reflects its quality with 
respect to solving the particular problem. In each 
cycle, the fitness of each candidate solution is 
determined. The next stage is selection, where a 

temporary population is created in which the fittest 
individuals are likely to have a higher number of 
instances than less fit individuals. The reproductive 
operators like crossover and mutation are then 
applied to the individuals in this population 
yielding a new population. The whole process is 
repeated until a certain termination criterion is 
achieved, usually after completing a predetermined 
number of iterations or reaching steady state [15]. 
To speed up GA for harder and bigger problems, 
parallel and distributed GA’s are used. Literature 
related to work done using parallel and distributed 
GA’s can be found in [16,17,18,19,20,21]. 
 Genetic programming (GP) has also 
emerged as a promising technique to discover 
useful and interesting knowledge from the database. 
Genetic programming has been formulated 
originally as an autonomous method for breeding 
computer programs using tree structures [22]. The 
principle elements of the GP are a set of functions 
and terminals that are able to represent the solution 
of the problem. For every generation, each 
individual will be evaluated for its fitness, and 
individuals of the next generation will be produced 
from the parents selected based on their fitness 
value. The population evolves through genetic 
reproduction, crossover and mutation over a 
number of generations until the termination criteria 
is met. At the end of the GP run, the best individual 
is presented as the solution to the problem. 

4. GENETIC ALGORITHMS FOR 
CLASSIFICATION AND FEATURE 
SELECTION 

4.1 Genetic Algorithms for Feature Selection 
 Genetic algorithms have been used with 
different classification methods to improve their 
performance. GA can also be used for selection of 
relevant features for classification [23]. Feature 
Selection techniques which use classifier error rates 
as the criterion are called wrapper type algorithms 
[24]. In a wrapper approach, the classifier for which 
features are being selected is itself used as the 
evaluation function. Since the suitability of features 
depends upon the concerned learning algorithm or 
classifier, the wrapper type algorithms usually 
perform better compared to other type called filter 
type techniques. In a filter-type method, the 
selection is done independent of the learning 
algorithms. In this case, the relevant features are 
filtered out from the irrelevant ones prior to the 
learning. Tseng and Yang [25] proposed a genetic 
algorithm for the clustering and classification 
problem. They also proposed another genetic 
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algorithm for the feature selection problem which 
can not only search for a good set of features but 
also find the weight of each feature such that the 
application of these features associated with their 
weights to the classification problem will achieve a 
good classification rate. Raymer et al. [26] also 
presented a GA feature extractor for feature 
extraction in which feature selection, feature 
extraction, and classifier training are performed 
simultaneously using a genetic algorithm. The main 
purpose of feature selection is to reduce the number 
of features by eliminating less significant features 
while maintaining acceptable classification 
accuracy.  

4.2 Genetic Algorithms for Rule Based 
Classification 

 Rule based classification classify data by 
using a collection of “if…then…” rules. A rule r 
covers an instance x if the attributes of the instance 
satisfy the condition of the rule. Classification rules 
can be build using two methods- direct method and 
indirect method. Direct methods are those methods 
that extract rules directly from data. Indirect 
methods are those that extract rules from other 
classification model like decision trees. [27,28]. GA 
has been used extensively for rule based 
classification. While using GA for rule optimisation 
there are two approaches to encode the rules: 
Michigan approach and Pitts Approach. The 
Michigan approach uses GA to evolve individual 
rules, a collection of which comprises the solution 
of the classification problem [29]. In the Pitt’s 
approach, each individual represents a rule set. In 
this case a chromosome evolves a complete rule 
base and they compete among them along the 
evolutionary process [30]. 
 GABIL system implemented by De Jong 
et al.[31] continually learns and refines concept 
classification rules using binary encoding of 
chromosomes representing a set of rules. Noda et 
al.[32] have reported a GA based approach to 
discover interesting rules using degree of 
interestingness of the rule and its predictive 
accuracy in this fitness function. Muntean and 
Valean [33] used genetic algorithms for rule 
induction by using Michigan approach for encoding 
and extracted a small set of comprehensible rules. 
Shi and Lei [34] presented a genetic algorithm 
based approach for mining classification rules from 
large database having higher classification 
performance to unknown data. The approach 
presented by Yang et al. [35] for learning 
classification rules outperformed traditional 
approaches on both the average prediction accuracy 

and the standard deviation. Pitt’s approach is used 
for encoding and adaptive asymmetric mutation 
which biases the population toward generating rules 
with more coverage on training examples is used. 
HGAc proposed by Zhongyang and Lei [36] 
combines the capabilities of taboo search and 
genetic algorithms for rule discovery while using 
classification accuracy of each rule as the fitness 
function. Traditional genetic algorithm lacks the 
local search ability so a taboo criterion and flexible 
memory structure is used to avoid loop search. 
HGAc discovers rules much less in number and 
more precise. GACA (Genetic Ant Colony 
Algorithm) proposed by Zhang and Wu [37] for 
pattern classification outperforms the normal GA 
and ACA, while taking a bit longer training time 
and is capable of escaping from local optima. 
GACA consists of two stages. GA is used to search 
the optimal solutions in first stage, and when the 
efficiency decreases, the improved ACA is used to 
search. 
 For discovering comprehensible 
classification rules, methods using genetic 
programming as well as genetic algorithms have 
been proposed. Fidelis et al. [38] proposed a 
method which seems to be particularly effective in 
finding a concise set of comprehensible rules, since 
it discovers only a single rule for each class.  
Flexible chromosome encoding is used where a 
chromosome is divided into genes, each gene 
corresponding to a condition involving one 
attribute, subdivided into three fields: weight, 
operator and value. Stochastic tournament 
selection, two-point crossover and elitist 
reproduction strategy were used. Bojarczuk et al. 
[39] used Genetic Programming to find some short, 
very comprehensible rules having a good 
performance concerning predictive accuracy for 
diagnosing certain pathologies. In a given run of the 
GP all individuals represent rules predicting the 
same class. Genetic Programming Classifier (GPc) 
developed by Tan et al. [40] used Genetic 
Programming to evolve multiple comprehensible if-
then classification rules which evolved the expected 
rules easily with high classification accuracy for 
clean data. The GP starts with an initial population 
which is created with ramped half- and-half method 
[41]. A covering- algorithm and token competition 
technique are used to penalize the redundant 
individuals and to promote diversity. The complete 
GP process is performed for every class of the 
dataset. The rule vector of every GP run is 
combined into a global decision list vector which is 
presented as the final solution of the problem at the 
end of the training process. The proposed GP 
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classifier also demonstrates its capability of 
discovering comprehensible rules from datasets 
without background knowledge on that dataset. 
Robu and Holban [42] suggested a genetic 
algorithm with a new fitness function for mining 
the classification rules after studying earlier used 
fitness functions and the results obtained by the 
algorithm are good and comparable with other 
algorithms. Table 1 summarizes various fitness 
functions, crossover operators, mutation techniques 
used for genetic algorithms designed for rule based 
classification. 

Table 1: Rule Based Classification Using Genetic 
Algorithms 

Fitness Function Crossover  Mutation Refer
ence 

Percentage of 
correctly 
classified 
examples 

Two point 
crossover 

Bit 
inversion 

[31] 

Degree of 
interestingness of 

the rule and its 
predictive 
accuracy 

Uniform 
Crossover 

Transforms 
the value of 
an attribute 

into 
another 
value 

[32] 

Classification 
accuracy of a rule 

Two point 
crossover 

- [33] 

Arithmetic 
weighted mean of 
comprehensibility

, predictive 
accuracy and 

interestingness of 
rule 

In case of 
common 
attributes 
:values 

exchanged 
In case of 

no 
common 

attributes: 
Swapping 
attributes 

Deleting an 
attribute or 
replacing 

by another 
value if 

fitness is 
improved. 

[34] 

Classification 
accuracy of each 

rule 

- - [36] 

Error rate, 
entropy, rule 

consistency, hole 
ratio 

- Adaptive 
asymmetric 

mutation 

[35] 

Accuracy and 
coverage 

Single 
point 

crossover 
 

Bit 
Inversion 

[37] 

Sensitivity and 
specificity 

Two-point 
crossover 

Weight 
mutation, 
relational-
operator 
mutation, 

value 
mutation 

[38] 

Sensitivity and 
specificity 

Swapping  
selected 
subtrees 

- [39] 

True positive, 
false positive, true 
negative and false 

- - [40] 

negative. 
Predictive 
accuracy, 

comprehensibilit, 
and sensitivity. 

One point 
crossover 

Bit 
inversion 

[42] 

4.3  Genetic Algorithms for Decision Trees 
 Decision tree is a classifier in the form of a 
tree structure, where each node is either: a leaf node 
which indicates the value of the target attribute of 
examples, or a decision node which specifies some 
test to be carried out on a single attribute-value, 
with one branch and sub-tree for each possible 
outcome of the test. A decision tree can be used to 
classify an example by starting at the root of the 
tree and moving through it until a leaf node, which 
provides the classification of the instance. Decision 
tree induction is a typical inductive approach to 
learn knowledge on classification. 
(http://dms.irb.hr/tutorial/tut_dtrees.php)[43]. 
Genetic algorithms have been employed for 
construction of decision trees having improved 
classification performance. Papagelis and 
Kalles[44] proposed an algorithm called GATree 
which used genetic algorithms to evolve decision 
trees for classification. Decision trees are build so 
that one decision node leads to two leaves. 
Mutation chooses a random node and replaces that 
node’s test-value with a new random value. The 
crossover operator chooses two random nodes and 
swaps those nodes’ sub-trees. For the objective 
function that assigns utility to candidate solutions, 
accuracy and size of decision trees are balanced. 
GATree produced a dynamic, small-biased, 
accuracy size based tree optimisation. Fu [45] 
proposed an evolutionary computation approach 
GAIT, combining statistical sampling, genetic 
algorithm, and decision tree, to develop intelligent 
decision trees. The initial population of the genetic 
algorithm is generated by C4.5 which is used to 
generate a set of diverse decision trees. GAIT 
produces about the same level of accuracy as a 
standard decision tree algorithm at significantly 
lower sampling percentages which indicates that 
GAIT is likely to scale well and is effective for 
large-scale data mining. Bala et al. [46] introduced 
a hybrid learning methodology that integrates 
genetic algorithms and decision tree learning in 
order to evolve optimal subsets of discriminatory 
features for robust pattern classification. The 
representation used for chromosomes is a fixed-
length binary string. The GA-ID3 process iterates 
until a feature subset is found with satisfactory 
classification performance which is then 
recommended to be used in the actual design of the 
pattern classification system. The results revealed 
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significant improvements in classification 
performance and reduced description complexity 
when compared against standard methods for 
feature selection. Information regarding fitness 
functions, crossover and mutation techniques are 
presented in table 2. 
 

Table 2: Genetic Algorithms For Decision Trees, SVM 
And KNN 

Fitness 
Function 

Crossover Mutation Refer
ence 

Accuracy 
and size  

Swapping 
selected 
subtrees. 

Choosing a 
random node 
and replacing 
the node’s test-
value with a 
new random 
value. 

[44] 

Percentage 
of correctly 
classified 
observations  

Exchangin
g subtrees 
or leaf 
nodes of 
different 
trees 

Exchanging 
subtrees or leaf 
nodes of same 
tree. 

[45] 

Accuracy 
and the size 
of the feature 
subset  

  [46] 

Classificatio
n accuracy, 
the number 
of selected 
features, and 
the feature 
cost  

Simple 
crossover  

Bit inversion [48] 

Classificatio
n accuracy 

                  
- 

                  - [49] 

Based on 
rank 
ordering  

Uniform 
crossover  

Real number 
mutation 

[53] 

Accuracy  Uniform 
crossover  

Population-
adaptive 
mutation 

[54] 

Number of 
incorrect 
predictions, 
unmasked 
features, 
incorrect 
votes and 
difference in 
accuracy 
between 
classes. 

                   
- 

               - [26] 

 

4.4  Genetic Algorithms for SVM 

 The support vector machine (SVM)
 
is a 

training algorithm for learning classification and 
regression rules from data. SVMs arose from 
statistical learning theory; the aim being to solve 
only the problem of interest without solving a more 

difficult problem as an intermediate step. SVMs are 
based on the structural risk minimisation principle, 
closely related to regularisation theory[47]. Genetic 
algorithms have been used with SVM for feature 
reduction and classification. Rough sets and genetic 
algorithms based method called RGSC(Rough Sets 
and Genetic Algorithms) for SVM classifier was 
presented by Wang et al. [48], to reduce the 
dimension of feature vectors, optimizing the 
parameters to improve the SVM classification 
accuracy and speed. A genetic algorithm is used for 
feature selection and parameter optimization to 
improve classification accuracy. A rough set feature 
reduction algorithm is used for finding a reduction 
of a decision table which reduces the features by 
constructing the binary discernibility matrix. It is 
indicated in the approach that the RGSC yields 
better accuracy even with a large data set.  In the 
approach presented by Tahayna et al. [49], for 
video events classification, GA is employed to 
optimize the feature and instance subset and SVM 
kernel parameters simultaneously. The system 
generates the initial population which is used to 
find global optimum factors: feature and instance 
selection variables, and kernel parameters. The 
chromosome is encoded as a binary string. After 
generating the initial population, the system 
performs a typical SVM process using the assigned 
value of the factors in the chromosomes, and 
assesses the performance of each chromosome, 
which is determined through the fitness function. 
Classification results on sport videos show 
significant improvement over conventional SVM. 
Frohlich and Chapelle [51] presented a special 
genetic algorithm, which takes into account the 
existing bounds on the generalization error for 
support vector machines. The genetic encoding 
allows optimizing different parameters of the SVM 
in parallel. Chromosomes are represented by a 
standard binary encoding where a 1 indicates the 
selection of the feature at the corresponding 
position. The GA used here is the CHC algorithm 
proposed by Eshelman [52], which was reported to 
perform a more aggressive and faster search 
strategy than the traditional Simple GA. The results 
showed that the selection of a feature subset and 
kernel parameters of the SVM can be optimized by 
means of GAs. Summarized information related to 
fitness function, crossover operators and mutation 
operators used with SVMs is given in table 2. 

4.5  GA for KNN 

 Nearest neighbor classifiers are based on 
learning by analogy. The training samples are 
described by n dimensional numeric attributes. 
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k−NN classification has two stages; the first is the 
determination of the nearest neighbours and the 
second is the determination of the class using those 
neighbors [52]. Kelly and Davis [53] proposed a 
method called GA-WKNN to learn an attribute 
weight vector which improves KNN classification. 
Real valued encoding is used for encoding by 
associating a vector value with each classification 
attribute and with each of the k neighbours. The 
initial population of chromosomes in each run of 
the GA-WKNN algorithm is randomly generated. 
Fitness was assigned by first rank ordering the 
population using one of the two ranking functions 
either number of misclassifications or multiple 
value ranking and then assigning fitness to each 
member from the series. The effect of this 
technique is to produce mild pressure in favour of 
the best population members when the run begins. 
The proposed method requires computational 
capabilities above that of the KNN algorithm, but 
achieves improved classification performance in a 
reasonable time. Peterson et al. [54] explored the 
effectiveness of GA weight and offset optimization 
for knowledge discovery using KNN classifiers 
employing Pearson correlation as a similarity 
measure which follows the population-adaptive 
mutation to accomplish feature selection instead of 
using bit mask. Tournament selection is used for 
selection respectively. A fairly high probability for 
mutation is employed as mutation drives 
dimensionality reduction. However, the flexibility 
provided by offset optimization for KNN may 
provide an improvement in accuracy, justifying 
increased computational effort for some 
applications. Approach presented by Raymer et al. 
[26] performs feature selection, feature extraction, 
and classifier training simultaneously using a 
genetic algorithm. The integrated feature extraction 
and classification approach described was tested on 
different data sets and its performance was 
compared with SFSS(sequential floating forward 
selection) presented by Pudil et al. [55] and it was 
found GA–KNN was more effective of the 
approaches, and required less features to make the 
classification. For optimizing the performance of  
KNN using genetic algorithms different fitness 
functions and crossover and mutation operators 
have been used about which summarized 
information can be found in table 2. 

4.6  Genetic Algorithms with |Neural Networks 

 An artificial neural network, often just 
called a "neural network"  is a mathematical model 
or computational model based on biological neural 
networks, in other words, is an emulation of 

biological neural system. In most cases an ANN is 
an adaptive system that changes its structure based 
on external or internal information that flows 
through the network during the learning phase [56]. 
Genetic algorithms have been used to optimize 
neural networks for classification. Foster et al. [57] 
used genetic algorithm with neural networks to 
investigate the tradeoff between the number of 
genetic algorithm generations, the number of neural 
network passes, and the size of the population used 
by the genetic algorithm. They reported that smaller 
population sizes are effective because they allow a 
greater number of generations permitting the 
evolution of better neural network parameters and 
that the relationship between the number of genetic 
algorithm trials and number of neural network 
passes was found to be problem dependent. Chen 
and Yao [58] proposed a method called SGA for 
optimizing classifiers of neural network using 
genetic algorithm based on principle of gene 
reconfiguration, and implement classification by 
training the weight. Results show that the improved 
genetic algorithm optimizes neural network to 
improve classification correctness. Table 3 provides 
summarized information related to fitness 
functions, crossover operators of genetic algorithms 
used in combination with neural networks. 

4.7  GA Based Fuzzy Classifiers 

 Fuzzy set theory provides excellent means 
to model the fuzzy boundaries of linguistic terms 
by introducing gradual memberships. In contrast to 
classical set theory, in which an object or a case 
either is a member of a given set (defined, e.g., by 
some property) or not, fuzzy set theory makes it 
possible that an object or a case belongs to a set 
only to a certain degree, thus modelling the 
penumbra of the linguistic term describing the 
property that defines the set [59]. Ishbuchi et al. 
[60] and Zong-yi et al. [61] used GA for 
construction of compact fuzzy classification 
system. Ishbuchi et al. [60] proposed a genetic-
algorithm based approach for the construction of 
fuzzy classification systems with rectangular fuzzy 
rules. Compact fuzzy classification systems are 
automatically constructed from numerical data by 
selecting a small number of significant fuzzy rules 
using genetic algorithms. A rule set is represented 
as concatenation of bits. The possible values are 1,-
1 or 0 which denotes whether rth rule is included, 
not included or dummy rule respectively. Mutation 
is performed by assigning a larger probability to 
inversion from 1 to -1 in order to reduce the 
number of fuzzy rules in each individual. The 
proposed approach can be viewed as a knowledge 
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acquisition tool for classification problems as 
significant fuzzy rules are selected and unnecessary 
fuzzy rules are removed. Zong-yi et al. [61] used 
multi objective genetic algorithm to obtain an initial 
fuzzy system. The multi-objective genetic 
algorithm is used to accomplish feature selection 
and fuzzy partition simultaneously. A genetic 
algorithm is used to select significant fuzzy rules 
and to exclude the redundant fuzzy rules to achieve 
a compact fuzzy system which is done in the same 
manner as done by Ishbuchi et al. [60]. A genetic 
algorithm is also used to optimize the parameters of 
the fuzzy system. The proposed fuzzy classification 
system has higher classification performance and 
lesser number of features and less number of fuzzy 
rules.  For selecting best and minimal fuzzy rule set 
using genetic algorithms, different types of 
operators are used in genetic algorithms 
summarized information related to them can be 
found in table 3. 
 

Table 3: Neural Network And Fuzzy Classifiers Using 
Genetic Algorithms 

 

4.8 Parallel, Distributed and Incremental 
Genetic Algorithm for Classification 

 Parallel and distributed genetic algorithms 
find their application in classification for large data 
sets. PC-HGA i.e. parallel classification algorithm 
based on hybrid genetic algorithm was presented by 
Zhongyang et al. [62] for improving the 
performance of HGAc [36] for large data sets using 
Master-slave parallel computing mode. The 
experimental results show that PC-HGA has high 
performance and speedup. Efficient Distributed 
Genetic Algorithm for Rule Extraction (EDGAR) 
presented by Rodriguez et al [63] based on dynamic 

data partitioning shows advantages in scalability for 
exploring high complexity search spaces with 
comparable classification quality. EDGAR shows a 
considerable speed up without compromising the 
accuracy and quality of the classifier. Araujo et al. 
[64] presented a method called GA-PVMINER, a 
parallel genetic algorithm that uses Parallel Virtual 
Machine (PVM) to discover rules in a database by 
dividing the global population into several 
subpopulations and partitioning each subpopulation 
and data being mined across the available 
processors so that different subpopulations evolve 
in parallel. The discovered rules have a good 
generalization performance on the unseen test set. 
 The problems in which new training data, 
attributes and classes may become available or 
some existing elements may get changed i.e. 
incremental learning also used Genetic algorithms. 
Guan and Zhu [65] developed a GA-based 
incremental learning scheme for classification 
purposes using one or more classifier agents in a 
multiagent environment such that that there is no 
need to re-evolve the rule set from scratch in order 
to adapt to the ever-changing environment. 
Classifier agents can exchange information of new 
attributes and classes. If available, the agents can 
also exchange evolved rule sets and provide each 
other with new training/test data, or challenge other 
agents with unsolved problems. They suggested 
that an incremental type approach was better suited 
for satisfying the time and resource constraints 
imposed in typical real-world applications. Li et al. 
[66] also proposed an incremental genetic 
algorithm (IGA) for real-world datasets subject to 
concept drift.  Michigan approach is used for 
encoding. In the proposed approach, an assessment 
is made of the percentage change in the 
environment, and a corresponding number of new 
chromosomes are then randomly generated and 
used to replace an equivalent number of 
chromosomes in the stored population pool. A 
Rank based Roulette Wheel Selection (RRWS) 
scheme [67] is used for the selection process. The 
IGA presented is more computationally efficient 
than the non-incremental GA, but achieves a 
virtually identical classification performance. Two 
problems in the IGA [66] methods were identified 
by Vivekanandan and Nedunchezhian[68]. First is 
increase in learning cost because of application 
genetic algorithm incrementally without monitoring 
concept drift. Next, if the data distribution changes, 
IGA may also forget some of the rules, if the data 
of that rules does not reappear. A new incremental 
genetic algorithm is proposed by Vivekanandan and 
Nedunchezhian [68] to rectify the above two 

Fitness Function Crossover Reference 

Performance of neural 
networks in classification 
and  size of the network 

           - [57] 

Reciprocal of error 
function 

Shift reverse 
logic 
crossover 
operation 

[58] 

Number of fuzzy rules and 
the number of mistakenly 
classified training patterns  

Two point 
crossover  

[60] 

Weighted sum of 
classification 
performance, 
interpretability and the 
number of fuzzy rules 

              - [61] 
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problems using a core method similar to the method 
proposed by Li et al. [66]. In the proposed method 
each record of the incoming dataset is monitored. 
Correctly classified records are dropped and 
misclassified records are added to a window. When 
the window is full, the genetic algorithm is applied 
to the records in the window and new rules are 
generated based only on the misclassified examples 
and on the examples of new classes. The new 
method ensures that the problems present in IGA 
[66] are removed greatly reducing the 
computational overhead particularly when there is 
no concept drift or when there is a slow drift.  
  
Table 4: Parallel, Distributed And Incremental Genetic 

Algorithm For Classification 

 
 
 Vivekanandan and Nedunchezhian 
(2010a) also proposed an incremental genetic 
algorithm that builds the rule based classification 
model in a fine granular manner by independently 
evolving tiny components based on the evolution of 
the data set which reduces the learning cost and 

makes it scalable to large data sets. The proposed 
method’s execution time is faster as compared to 
the simple genetic algorithm and the parallel 
genetic algorithm and accuracy of the rules mined 
is better than or similar to that of the rules mined by 
the simple genetic algorithm. 
Table 4 provides information related to different 
fitness functions and crossover operators used with 
parallel and distributed genetic algorithms used for 
classification.  

5.     CONCLUSION 
 The optimization capability of Genetic 
Algorithms was applied to correctly classify the 
given data sets both with known and unknown data. 
The use of genetic programming for discovering 
comprehensible rules was also discussed. Both 
small and large data set were considered. One 
parameter has been mainly used in designing of 
fitness function that is classification accuracy. GA 
was applied on classification algorithms like rule 
based classification, support vector machines, K-
nearest neighbour and decision trees. Different 
types of genetic algorithm like incremental, multi 
objective and parallel genetic algorithm were 
applied. Genetic algorithms were also combined 
with other techniques to improve classification 
accuracy like ant colony and tabu search. 
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