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ABSTRACT 
 

Visitor number is an important reference for recreation area managers when developing tourism and 
marketing plans, and recreation area managers must be able to precisely forecast visitor numbers to possess 
sufficient information for establishing management strategies and plans. Developing an effective and 
accurate visitor number forecasting model can allow managers to respond in advance and adjust operating 
and development directions accordingly. Consequently, this study used an artificial neural network (ANN) 
to establish a visitor number forecasting model. The results of verification using actual data indicated that 
the absolute relative error (ARE) of the model developed in this study was 17.6565% and the correlation 
was 0.773. These results show that the model is highly accurate for forecasting visitor number. 
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1. INTRODUCTION  
 

 Recreation area managers require the ability to 
precisely estimate or forecast visitor number to 
possess sufficient information for developing 
management strategies and plans. An understanding 
of visitor number data can be employed to[1,2]: 
 Define recreational and service facility design 

standards.  
 Evaluate recreational service performance. 
 Evaluate the relationship between degree of use 

and impact on the social and physical 
environment.   

 Reduce conflict between different customer 
groups. 

 Identify the popular attractions in the park.  
 Determine and confirm potential problems for 

the popular attractions in the park. 
 Identify demand trends and forecasts. 
 Organize recreational service facilities and 

service staff.   
 Schedule maintenance work and staff 

assignments. 
 Allocate and distribute public and service 

facilities in the park.  
 Monitor whether tourists are adhering to use 

regulations.  
 Evaluate the importance that using the natural 

area for recreation has for socioeconomics and 
politics. 

Visitor number is not merely a quantified value; 
instead, it is an important basic datum. How to 
improve the precision of visitor number estimations 
or forecasts is a significant topic for various 
recreation management units [1-3]. Therefore, this 
study employed an artificial neural network (ANN) 
to develop a visitor number forecasting model. The 
results can provide recreation area managers with 
more reliable and efficient reference data. 

 
2. LITERATURE REVIEW 
 
2.1  Visitor Number 

Visitor number is the most direct performance 
evaluation indicator for a recreation area. The 
higher the visitor number, the more popular the 
destination is. Visitor number data is differentiated 
based on varying meaning or significance as 
follows: visitor number, individual visitor number, 
and recreation visitor-day [1-3]. Of these, the visitor 
number reflects the net visitor number of a 
recreation area within a specific time period. 
Previous estimations of total visitor numbers to 
large recreation areas typically employed the 
accumulated number of visitors to various 
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attractions. This type of accumulated total visitor 
number data is typically higher than the number of 
actual visitors. 

2.2   Forecasting 
Stynes [3,4] identified and classified the 

following four types of visitor number forecasting 
methods: (1) the Delphi technique; (2) time series 
or trend extension models; (3) structural models; 
and (4) system or simulation models. Other 
commonly employed forecasting methods proposed 
in relevant research [5-16] include judgment 
analysis, survey analysis, trend analysis, cause 
analysis, and artificial intelligence. Furthermore, in 
recent years, artificial intelligence forecasting 
models have gradually replaced conventional 
forecasting models. 

An ANN simulates the process of a biological 
brain after experiencing external stimulus and 
learning. Through continuous learning and error 
corrections, an ANN model adapts to the 
environment. According to the learning style or 
type, ANNs can be classified as supervised 
learning, unsupervised learning, associated learning 
networks, and optimization application networks 
[16-20]. 

 
3. BPNN 
 

Back-propagation neural networks (BPNNs) 
have been shown to be effective tools for a wide 
range of fields [21-25]. BPNNs are a type of 
supervised learning algorithm ANN, and are formed 
by combining multilayer perceptrons and error 
back-propagation [17]. The architecture or 
framework of a typical BPNN is shown in Figure 1. 

 

 

 

 

 

 

 

Figure 1:BPNN architecture 
 

The phases of BPNN computing processes can be 
divided into learning processes and recall processes 
[26]. 

 
3.1  Learning Process 
Step 1.Establish the architecture parameters and 

learning parameters. 

Steps 2.Randomly generate weight matrix and bias 
vector initial values.  

Step 3.Input training examples, including input 
values (X1, X2, X3) and target or desired 
output values (t1, t2, t3). 

Step 4.Calculate the inferred output values 
(y1,y2,y3) 

(1) Hidden layer (h1, h2, h3) (Eqs. 1 and 2) 
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(2) Output layer (y1, y2, y3) (Eqs. 3 and 4) 
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Step 5.Calculate the difference or gap amount δ 
(Eqs. 5 and 6). 
(1) Output layer 

)1()( jjjjj yyyt −⋅⋅−=δ     (5)     

(2) Hidden layer 
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j
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Step 6.Calculate the weight correction and bias 
correction amounts (Eqs. 7 to 10) 
(1) Output layer 
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Step 7.Update the weight and bias values (Eqs. 11 
to 14) 
(1) Output layer 
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Step 8.Repeat Steps 3 to 7 until convergence (i.e., 
no significant changes in error or after 
executing a certain number of learning 
cycles) 

 
3.2  Recall Process 
Step 1.Establish network parameters. 
Step 2.Read the weight matrix and bias vector.   
Step 3.Input the input vector for unknown data (X1, 

X2, X3). 
Step 4.Calculate the inferred output vector. 

(1)Hidden layer output values (h1, h2, h3) 
(Eqs. 15 and 16) 

∑ −=
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kiikk xWnet θ                (15)     
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(2) Calculate the inferred output values (y1, 
y2, y3) (Eqs. 17 and 18) 
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4. MODEL CONSTRUCTION 
 
4.1  Input and Output Variables 

This study used data of the monthly visitor 
numbers to Taiwan’s Shihmen Reservoir from 1993 
to 2012 (Tt-1: t-1 month visitor number to Tt-12: t-12 
month visitor number) as the input variables to 
forecast the t month visitor number Tt (Table 1). 
Overall, 70% of the data were used as training data, 
15% were used as cross-validation data, and 15% 
were used as testing data (Figure 2).  

Absolute relative error (ARE; Eq. 19) and 
correlation (r) were adopted as indicators for 
evaluating the model. 
 ARE: The smaller the value, the smaller the 

error between the forecast value and the target 
value.  

%100'1
1

⋅
−

= ∑
n

i

ii

y
yy

n
ARE         (19) 

where n is number of the forecasting periods, yi 
is the actual value for the i period , and iy'  is 
the forecast value for the i period. 

 Correlation (r): As r approaches 1, the ANN 
forecasting results improve. 

Table1: Forecasting model variables 
Input Output 

Tt-12 Tt-11 ‧‧‧‧‧‧‧‧‧‧ Tt-2 Tt-1 Tt 

Tt-11 Tt-10 ‧‧‧‧‧‧‧‧‧‧ Tt-1 Tt Tt+1 

Tt-10 Tt-9 ‧‧‧‧‧‧‧‧‧‧ Tt Tt+1 Tt+2 

‧ ‧ ‧‧‧‧‧‧‧‧‧‧ ‧ ‧ ‧ 
‧ ‧ ‧‧‧‧‧‧‧‧‧‧ ‧ ‧ ‧ 
‧ ‧ ‧‧‧‧‧‧‧‧‧‧ ‧ ‧ ‧ 
Tt+n-10 Tt+n-9 ‧‧‧‧‧‧‧‧‧‧ Tt+n-2 Tt+n-1 Tt+n-2 

Tt+n-11 Tt+n-10 ‧‧‧‧‧‧‧‧‧‧ Tt+n-1 Tt+n Tt+n-1 

Tt+n-12 Tt+n-11 ‧‧‧‧‧‧‧‧‧‧ Tt+n-2 Tt+n-1 Tt+n 

 

 
Figure 2: Input and output variable data 

 
4.2  Architecture Design 

The network input activation function used was 
the hyperbolic tangent, the output error function 
used was the sum-of-squares, and the output 
activation function used was a logistic model. The 
architecture design employed the test error as the 
determination standard to identify the optimal 
network architecture, which was 12-16-1 (Figure 3 
and Table 2). The input layer comprised 12 
neurons. The architecture also contained one hidden 
layer with 16 neurons and an output layer with 1 
neuron. 

 
Figure 3: Network architecture 
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Table 2: The optimal network architecture search 
results 

 
 
4.3  Train and Test Results 

For BPNN training, the quick propagation 
training algorithm was used. The training algorithm 
parameters were a quick propagation coefficient = 
1.75 and a learning rate = 0.1. To prevent network 
overfitting, an overtraining control method was 
adopted, as shown in Figure 4. Figure 5 shows the 
model training and validation results, which 
indicated an excellent convergence regarding error.  
The distribution of the actual values and the model 
output values is shown in Figure 6. As the results in 
the figure indicate, the model output values are 
primarily distributed on both sides of the diagonal 
(Output/Target= 1), denoting a good forecast 
ability. The forecasting model developed in this 
study can reflect fluctuations and change (Figure 7).  

 
Figure 4: Overtraining control method 

 

 
Figure 5: Model training and verification results 

 

 
Figure 6: Scatter plot of the actual values and the model 

output values 

The model training results are shown in Table 3, 
where ARE was 16.593%, and correlation was 
0.802. This indicates that the training model was 
able to learn the training data with less than a 20% 
error. The model test results are shown in Table 4, 
where ARE was 17.6565%, and correlation was 
0.773, indicating that the forecasting model 
developed in this study possesses considerable 
ability to forecast the actual visitor number. 

 
Figure 7: Model and output interface following 

construction 
 

Table 3: Model training results 

 
 

Table 4: Model forecasting results 
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5. CONCLUSION 
 

This study used a BPNN to develop a forecasting 
model. After employing 12 input variables to 
forecast future changes in visitor number, empirical 
analysis indicated that the model possessed 
significant forecasting ability; ARE was 17.6565% 
and the correlation coefficient was 0.773. These 
values confirm that the forecasting model can 
forecast actual visitor numbers. Thus, the model 
developed in this study can provide managers with 
forecasts of changes in future visitor numbers and 
enable them to respond to future operating 
problems before they occur. 
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