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ABSTRACT 
 

With the rapid development of computer and information technology, an enormous amount of data in 
science and engineering had been generated in massive scale. Also, the diversity of data, the data 
mining tasks and approaches pose many challenges to research in data mining. The data mining field 
has widespread applications including advance diagnosis, market analysis, business management and 
decision support. But in medical field, illness in common and cancer in particular have become more 
and more complex and complicated one. To solve the problem in data mining, knowledge discovery 
tools had been used mainly in research environment. The data mining algorithms are important tool and 
the most extensively used approach to classify gene expression data and play an important role for 
classification. Classification is a data mining task and is an effective method to classify the data in the 
process of knowledge discovery .One of the major challenges faced by many scientists today is   the 
analysis of the explosion of microarray gene expression data. This research  is based on  machine 
learning particularly microarray gene expression data  analysis . In this paper, the authors have analyzed 
and compared the  two statistical based feature selection algorithms namely Chi Square and T – Test 
Methods. 
Keywords: Feature Selection, Gene, Microarray, Data Mining, Machine Learning
 
1. INTRODUCTION 
 
 Microarray technology provided an 
opportunity for the researchers to analyze 
thousands of gene expression profiles 
simultaneously  that are relevant to different 
fields including medicine especially cancer. The 
categorization of patient gene expression profile 
has become a common study in biomedical 
research. The real problem is managing 
microarray data with its dimension. Since the 
dimension of microarray  is large, classifying and 
handling the algorithms becomes too complex to 
study the gene expression characteristics. Due to 
the presence of more improper  attributes in the 
dataset, the accuracy of the classification 
algorithm also gets affected significantly. To  
 

handle that, several feature selection algorithms 
have been experimented by the previous 
researchers. The aim of feature selection 
algorithm is to isolate the most important features   
from the microarray data to minimize the feature 
space in order to improve the  accuracy of the 
classification. 
  
The authors already studied and analyzed three 
feature selection algorithms and compared their 
accuracy. Out of three, the Chi Square method 
performed better accuracy than other two 
algorithms [6]. Now, the authors explored a study 
on  Chi Square method with the another most 
popular statistical method T-Test. This paper is 
the extension of the previous work. 
 
In this work, the researchers explore the impact 
and the quality of the features selected by the 
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following two different feature selection 
algorithms for the classification of gene 
expression profiles of microarray data which had 
been tested with two different classification 
algorithms Bayes and C4.5 ( For C4.5, the 
researchers used the Weka’s implementation of 
C4.5 called J48). The performance has been 
validated using Leave –One-Out Cross Validation 
( LOOCV) by considering accuracy as metrics. 
The research report shows that the classifier was 
able to produce equally good results with the first 
50 selected features of two feature selection 
algorithms. 
 

 Chi Square 
 T-Test 

Keywords : Feature selection, Microarray data, 
Classification, Algorithms, Gene Expression. 
 
2. OBJECTIVES AND SCOPE 
 
 Recent advances in microarray 
technology allows the scientists to measure 
expression levels of thousands of genes 
simultaneously and determine whether the genes 
are active , hyperactive, or inactive in normal or 
cancerous tissues. The objectives of the research 
are : 

• To eliminate the redundant or  
inappropriate data 

• To improve the quality of data analysis   
• To improve the classification accuracy 

 
3.  FEATURE SELECTION 
 
 The feature selection or variable 
selection or attribute selection are same and it was 
a heuristic for selecting the splitting criterion that 
“ best” separated a given data partition. Feature 
selection measures were also known as splitting 
rules because they determined how the tuples at a 
given time were to be splitted. The feature 
selection provided a ranking for each attribute 
describing the given training tuples. The feature 
had the best score for the measure was chosen as 
the splitting attributes for the given tuples. It was 
an useful preprocessing technique in data mining 
and it was used to reduce the dimensions of the 
data and improve the classification accuracy.  
Feature selection has become the main focus of 
research in data mining area. The aim of feature 
selection was to remove the redundant data and 
improve the classification accuracy.  
 
 
 

4. MICROARRAY DATA 
 
 Microarray experiments provided an 
expression information of large number of genes 
at different conditions.  The raw microarray data 
images,  had to be transformed into gene 
expression.  The table, where the row represented 
by genes and the column represented  by various 
samples such as tissues or experimental 
conditions and numbers in each cell characterize, 
the expression level of the particular gene in the 
particular sample. This matrices had to be 
analyzed further to gain the knowledge. The gene 
expression matrix analysis could be studied by 
two ways. 

 Comparing expression profiles of genes 
by comparing rows in the expression 
matrix. 

 Comparing expression profiles of 
samples by comparing columns in the 
matrix. 
 

 One of the important applications of microarray 
data was to classify the tissue samples using their 
gene expression profiles of cancer and it was 
compared with the standard profiles. 
 
5. PREVIOUS WORKS 
 
 Many successful feature selection 
algorithms had been devised and  the survey of 
feature selection algorithms might be found in 
[10]. Several previous researchers [2, 4, 14,15] 
were involved in the study of goodness of a 
feature subset in determining an optimal one. The 
basic feature selection was an optimization 
problem. 
In the paper [3] suggested the well organized 
choice of discriminative genes from microarray 
gene expression data for cancer diagnosis. In his 
study  [7] demonstrated about Dimension 
Reduction for Classification 
with  Gene   Expression Microarray Data. 
 
The study report [9] proposed the approach for 
cancer classification using an expression of very 
few genes. There are two types involved in this 
method. The first type is important gene selection 
which was done by the use of the gene ranking 
scheme. The second type is the classification 
accuracy of gene combination carried out by 
using a fine classifier. .A new approach described 
in the paper called “Sparse Representation” using 
Microarray gene expression profiles for cancer 
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diagnosis. Nine human tumor types were used as 
data set in their research [12].  
 
In this study [13] projected a tumor discovery 
modus operand as of mammogram. Extracting 
features which categorized tumors. Microarray 
data analysis was conducted by [11] for cancer 
classification. An automated system was 
developed for consistent cancer analysis based on 
gene microarray expression data. The researchers 
used the microarray datasets which included both  
binary and multi-class cancer problems. In the 
report [1] stated that Microarray gene expression 
data had a large number of dimensions. The 
Support Vector Machine classifier was used for 
cancer classification with the microarray gene 
expression data. 
  
6. FEATURE SELECTION ALGORITHMS 
 
 As stated earlier, the two popular feature 
selection algorithms, which were selected for this 
study were being explained in detail again, even 
though the same were explained in the previous 
paper [5]. 
 
6.1 Chi Square  
 
Chi-Squared was the common statistical method 
based. The formula for chi-square was 

∑∑
∈ = =

=−=
=

Vv

m

i i

ii

vfE
vfEvfA

f
1

2
2

)(
))()((

)(χ         

(Equa. 1) 
 
6.2 T-Test 
 
The t-test is another common statistical method. 
The formula for the t-test is provided below: 
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and also  the  t-statistic formula is given below. 
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Where ∆   was the degrees of freedom. 
 
7. CLASSIFIERS 
 

 7.1  Bayes Classifier 
 

            Bayes classifiers are statistical measures. 
A simple Bayes classifier was known as the 
Naïve Bayes Classifier. It exhibited high accuracy 
and speed. It was a simple induction algorithm 
that assumed a conditional independence model 
of attributes given the label (Domingos & Pazzani 
1996, Langley, Iba & Thompson 1992, Duda & 
Hart 1973, Good 1965). The Naive Bayes 
classifier applied to learning tasks where each 
instance x was described by a conjunction of 
attribute values and where the target function f (x)  
could  take on any value from some finite set   V.  

 
      7.2  C4.5 Classifier  
 

 C4.5 algorithm was proposed by Quinlan 
(1993). The C4.5 algorithm generated a 
classification-decision tree for the given data-set 
by recursive partitioning of data. C4.5 was the 
most popular and the most efficient algorithm in 
Decision tree-based approach. 

 
 J48 is Weka’s Implementation of   C4.5 

algorithm. 
 

8.  THE METRICS USED FOR 
PERFORMANCE  EVALUATION 

 
 Classifier performance depended on the 
characteristics of the data to be classified. 
Performance of the selected algorithms is 
measured for Accuracy. The accuracy and 
error rate can be defined as follows [8]. 
 
Accuracy = (TP+TN) / (TP + FP + TN + FN) 
Error rate  = (FP+FN) / (TP + FP + TN + FN) 
Where    TP was the number of True 
Positives  

TN was the number of True 
Negatives 
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FP was the number of False Positives 
FN was the number of False Negatives 
 
9. VALIDATION METHOD 
 
 In this work, the authors have used 
leave-one-out cross validation for evaluating the  
performance.  
 
 

Leave-One-Out Cross-Validation 
 
 LOOCV was a special case of k-fold 
cross validation where k was set to the number of 
initial tuples. It was repeated, n times, for each of 
the n observations and the mean square error was 
computed. 
 
10. RESULTS AND DISCUSSION 
ABOUT THE IMPLEMENTATION 
 
 
The researchers used the feature selection tool 
box called ‘fspackage‘ provided by Arizona State 
University  

for doing this experiments. The authors 
developed a MATLAB function based on 
this tool box for the evaluation [5]. 
 
The Colon Tumor Microarray Data Set: 

 
      The researchers decided to use the colon 

tumor data set for this study and  selected this 
data set because, some of the previous works 
were used and highlighted the complexity of 
this data set. This dataset consists of  62 
samples collected from Colon Tumor patients.  
Among them, 40 tumor biopsies are from  
tumors  (labeled  as  “negative”)  and 22 
normal (labeled as “positive”) biopsies are 
from healthy parts of  the  colons  of  the  
same  patients. Each sample  is described by 
2000 genes. So, the data set contains 62 x 
2000 continuous variables and 2000 class ids 
(we represented the negative as 1 and 
positives as 2 for the ease of handling inside 
MATLAB code).  

 
 
 
 
 
 

The Table-1 shows the accuracy  of 
classification by Bayes and J48 (C4.5) while 
using the first 10 features selected by 
different feature selection algorithms. The 
metrics were calculated by doing leave-one-
out cross validation. In this case, the Chi 
Square method  provided better performance 
than the T-Test method. 

 
Table-1 : LOO Cross Validation Using 10 

Features 
 

 
The Table-2 shows the accuracy of 
classification while using the first 20 features 
selected by different feature selection 
algorithms. For this input parameter also, the 
Chi Square method performed better  
performance than the T-Test. 
  

Table-2 : LOO Cross Validation Using 20 
Features 

 

 
The  Table-3 shows the accuracy of 
classification while using the first 30 features 
selected by different feature selection 
algorithms.  
 
 

Table-3 : LOO Cross Validation Using 30 
Features 

 
S.No Feature 

Selection 
Method 

Bayes J48 
Accuracy Accuracy 

1. Chi Square 85.48 83.87 
2. T-Test 72.58 79.03 

 
The Table-4 shows the accuracy of 
classification while using the first 40 features 
selected by different feature selection 
algorithms.  
 
 

S.No Feature 
Selection 
Method 

Bayes J48 
Accuracy Accuracy 

1. Chi Square 87.10 85.48 
2. T-Test 69.35 70.97 

S.No Feature 
Selection 
Method 

Bayes J48 
Accuracy Accuracy 

1. Chi Square 88.71 83.87 
2. T-Test 72.58 74.19 
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Table- 4 : LOO Cross Validation Using 40 
Features 

 
 
The Table-5 shows the accuracy of 
classification while using the first 50 
features selected by different feature 
selection algorithms. While using 50 

features, Chi Square method provided better  
performance than T-Test. 
 

Table- 5 : LOO Cross Validation Using 50 
Features 

 
S.No Feature 

Selection 
Method 

Bayes J48 
Accuracy Accuracy 

1. Chi Square 85.48      83.87 
2. T-Test 72.58 75.81 

 
 
 
 

 
The Table -6 shows a comparative analysis of 10, 20, 30, 40 and 50 features using  Bayes 
classifiers 

         
Table-6 : LOO Cross Validation Using 10, 20, 30, 40 And 50 Features Using Bayes Classifier 

 
 

 
 
 
 
 
 

The Table -7 shows a comparative analysis of 10, 20, 30, 40 and 50 features using  J48 
classifiers 

 
Table-7 : LOO Cross Validation Using 10, 20, 30, 40 And 50 Features Using J48 Classifier 

 

 
 
 
 
 

 The Table – 8 shows the comparison between Bayes Classifier accuracy and J48 classifier 
accuracy. 
 

Table 8: Comparative Analysis Of 10, 20, 30, 40 And 50 Features By Bayes And J48 Classifiers 

 
 
 
 
 
 

S.No Feature 
Selection 
Method 

Bayes J48 
Accuracy Accuracy 

1. Chi Square 85.48 83.87 
2. T-Test 72.58 79.03 

S.No Feature Selection 
Method 

Bayes  -  Accuracy (%) 

10 
Features 

20 
Features 

30 
Features 

40 
Features 

50 
Features 

1. Chi Square 87.10 88.71 85.48 85.48 85.48 
2. T-Test 69.35 72.58 72.58 72.58 72.58 

S.No Feature Selection 
Method 

J48 - Accuracy (%) 

10 
Features 

20 
Features 

30 
Features 

40 
Features 

50  
Features 

1. Chi Square 85.48 83.87 83.87 83.87 83.87 
2. T-Test 70.97 74.19 79.03 79.03 75.81 

S.
No 

Feature 
Selection 
Method 

Bayes  -  Accuracy (%) J48 - Accuracy (%) 

10 
Features 

20 
Features 

30 
Features 

40 
Features 

50 
Features 

10 
Features 

20 
Features 

30 
Features 

40 
Features 

50 
Features 

1. Chi Square 87.10 88.71 85.48 85.48 85.48 85.48 83.87 83.87 83.87 83.87 
2. T-Test 69.35 72.58 72.58 72.58 72.58 70.97 74.19 79.03 79.03 75.81 

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 10th July 2013. Vol. 53 No.1 

© 2005 - 2013 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                  www.jatit.org                                                        E-ISSN: 1817-3195 

 
112 

 

 
The Figure-1 shows the accuracy of classification by Bayes and J48 (C4.5) while using the  first 
50 features selected by the most popular two statistical methods Chi Square and T-Test. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 : The Accuracy Found Through LOOCV 
 
The Table-9 shows the Top 10 Primary Features selected by the two feature selection algorithms 
and the time required for the two methods to select the features. 
 

Table 9 : The Top 10 Primary Features According To Two Statistical Methods 
  

S.No Feature 
Selection 
Method 

Time Taken 
(sec) 

Index of the First 10 Selected Features 

1. Chi Square 1.02 1671,  249,  493,  765, 1423,  513, 1771,  245,  
267, 1772 

2. T-Test 0.02 1772, 1582,  513, 1771,  780,  138,  515,  625, 
1325, 43 

 
The Figure-2 shows the time taken by the two different algorithms.  
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 : The Time Taken By The Two Feature Selection Algorithms
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The above chart shows performance of the 
feature selection algorithms in terms of run 
time. As shown in the graph, the performance 
of the T-Test was poorer than the Chi Square. 
Even though the time consumed by  T-Test is 
very low, the performance in terms of accuracy 
is very poor. 

 
11. CONCLUSION 
 
 In this paper, the researchers have 
examined the results of two different statistical 
based feature selection algorithms on a sample 
microarray dataset. The two algorithms 
selected the first few primary features based on 
different criteria are given in the Table– 9, but 
the order of the selected different features 
which were present entirely different from one 
another. But in this evaluation, while 
considering 10 and above features,  according 
to the  analysis made by the researchers, Chi 
Square performed better accuracy  than T-Test.  
 
       If the authors observed closely the results 

of this study, the authors  could say that, there 
was a opportunity in which, two different 
feature selection algorithms might be chosen 
completely different set of features as primary 
features and even a good classification 
algorithm might be capable of classifying 
dataset by using these two different “primary” 
feature sets and arrive same level of precision.  
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