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ABSTRACT 
 

Optical Character Recognition (OCR) system aims to convert optically scanned text image to a machine 
editable text form. Multiple approaches to preprocessing and segmentation exist for various scripts. 
However, only a restricted combination of the same has been experimented on Devanagari script. This 
paper proposes a study which aims to explore and bring out an alternative and efficient strategy of pre-
processing and segmentation in handling OCR for Devanagari scripts. Efficiency evaluation of the 
proposed alternative has been undertaken by subjecting it to documents with varying degree of noise 
severity and border artifacts. The experimental results confirm our proposition to be superior approach over 
other conventional methodologies to OCR system implementation for Devanagari scripts. Also described is 
detailed approach to conventional pre-processing involved in initial stage of OCR, including noise removal 
techniques, along with the other conventional approaches to segmentation. The proposed alternative has 
been deployed to reach character and top character segmentation level. 
Keywords: Optical Character Recognition(OCR), Pre-processing, segmentation, Morphological 

operators, Connected component, Projection profile, Noise removal, Devanagari.  

 
1. INTRODUCTION  
 
   The digital era has made paper documentation an 
extinct process for everything today is done with 
the help of computers. Today, it is important that all 
such documentations be stored as digital data since 
digital memory is very cheap in comparison to real 
time storage spaces. Besides, such storage is less 
susceptible to damage, loss or theft. Optical 
Character Recognition (OCR) is the process which 
optically scans text image and converts it to a 
machine editable text form. OCR is a real world 
application of technology where in conversion of 
printed text to digitized and editable form is 
performed to make storing and processing of 
scanned data an easy task. This technology has 
multiple successful deployments in numerous areas 
viz. text detection of addresses on envelops and 
signatures on bank cheques, archiving of data in 
companies and institutions ancient script retrieval, 
aid to blinds, etc. Applications of OCR span to 
include Natural Language Processing, Information 

retrieval systems and Corpus collection for machine 
translations, creating digital libraries etc.[1].  The 
OCR system for Roman scripts like English has 
attained good level of performance while it still 
remains an immature area demanding sincere 
research efforts in context of Devanagari scripts. 
With over 258 million speakers of languages 
derived from this script, a detailed exploration of 
avenues to improve the OCR system for it is in 
order. Hindi being commonly and popularly used 
Devanagari script derivative, it has been considered 
for all experimentations in our work. The OCR 
system implementation is broadly identified as a 
constitution of four major stages viz. Pre-
processing, Segmentation, Feature extraction and 
Classification. Pre-processing is done to increase 
the quality of the image required to allow the steps 
following it to deliver accurate results. Scanning of 
text document loading to conversion of paper 
document into text image is performed prior to Pre-
processing. Following preprocessing is the stage of 
segmentation where in focus is on atomizing the 
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data at various level like sentences, words and 
characters. High degree of accuracy is to be 
maintained in these two stages for any error in these 
stages would result in cascade effect and thereby 
produce a multiplied growth in steps following it 
which may comprise of feature recognition, 
extraction and classification. 
 
       This work is dedicated to the first two stages 
owing much to their vitality. No work thus for 
reports the exploration of Image binarization using 
Morphological operator for Pre-processing and 
Active Contour Model (ACM) for word 
segmentation of Indian scripts, especially 
Devanagari, as far as authors knowledge extends. 
Towards this end, we propose a comparative study 
that aims to bring out the efficiency of the proposed 
methodology over conventional strategies to pre-
processing and segmentation followed for 
Devanagari scripts. The conventional methods used 
for this script and other sisterly scripts viz. 
Gurumukhi script (script of Punjabi language) and 
languages like Tamil, Hindi, etc. Most of these 
report the usage of Vertical projection profile 
(VPP) for word and character segmentation. It is 
found that both VPP and ACM are equally 
competent. However, ACM outwits VPP on noisy 
documents with severe noise contents like 
complement color patches (speckles), border 
artifacts etc. A combination of Morphological 
operator for image binarization, Connected 
component analysis for border noise removal, 
Horizontal projection profile for line segmentation 
and ACM for word and character segmentation has 
demonstrated significant potential in handling OCR 
for Devanagari script. The study incorporates 
robustness evaluation of the fore mentioned by 
subjecting it to document with varying degree of 
noise severity and border artifacts. The documents 
fed to an OCR can be broadly classified into printed 
and handwritten text. For all purpose of illustration 
and experimentation, we consider printed text as 
the source document fed into the OCR system.  

    The remainder of this paper is organized as 
follows. Section 2 presents a brief review of some 
of the popular related works. Section 3 presents the 
overview of the characteristics of Devanagari 
script. It discusses about the vowels, consonants, 
and structure of Devanagari word. A detailed 
discussion on pre-processing and segmentation 
methodologies has been reported in Section 4.  
Section 5 presents an intensive experimentation on 
effectiveness evaluation of the proposition. 
Standard measures of effectiveness evaluation have 
also been included to validate the efficacy. We 

conclude the paper by presenting conclusion and 
few important remarks along with the directions of 
future work on Section 6. 

2. RELATED WORKS  
 
 Improving efficiency is the major concern in 

OCR systems. All efforts in OCR technology 
concentrate on this property. The OCR technology, 
be it for Roman scripts or Indian, follow the same 
basic methodology of pre-processing, 
segmentation, feature detection and extraction, and 
classification as referred by [2]. In this approach 
vertical and horizontal projections are used for line, 
word and character segmentation which obtain a 
performance result of 93%. The  [3] proposes an 
OCR system comprising of pre-processing by 
binarization and size normalization by trial and 
error methods. They perform segmentation using 
projection profile and report a recognition rate of 
87%. Much of the exploration on OCR system’s 
efficiency improvement, in Indian context, has 
revolved around the exploration of using Otsu’s 
method for preprocessing. The Otsu’s thresholding 
algorithm is the basic thresholding technique used 
popularly for binarization in most works. The [4] 
discusses a recursive Otsu thresholding method to 
get a better binarization result in degraded 
document. Global thresholding algorithms are 
usually faster because they use a single threshold 
based on the global histogram of the gray-value 
pixels of the image. This method is an improvement 
to existing techniques to create a novel and 
effective way to binarize historical documents. The 
[5] proposes a method for binarization of image 
using its texture features. They use Otsu 
thresholding iteratively to produce a threshold 
values, and texture feature associated with each 
threshold are retrieved using run length algorithm. 
They report an improvement of 8.1% over the 
original Otsu’s algorithm. A new method for the 
binarization of the image other than Otsu’s is 
proposed by [6] in which binarization is done using 
Morphological operators.  Morphological operators 
are very efficient in that it performs image 
binarization effectively by taking care of 
complement color patches in the image. The 
Morphological operator serves better in case of 
noisy corpus, especially when border noise is 
present in abundant. Statistics show that 
thresholding method fails completely in fore 
mentioned cases.  This is done by using two filters 
based on two operations dilation and erosion [6, 7]. 
It gives a much better result than Otsu’s 
binarization method by removing of the 
background noises much effectively. The [8] 
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discusses active contour models and presents a new 
algorithm for fast global minimization for Active 
Contour Model. The basic idea of the Active 
Contours is to evolve a curve in a given image, and 
the evolution should stop when the curve meets an 
object or boundary. Active contour model is an 
effective model for segmentation [9].  

 
In Indian context, much of the work report the 

use of horizontal projection profile for line 
segmentation, vertical projection profile for word, 
and a combination of both for character 
segmentation.  For instance, [10] discuses a 
complete OCR for Tamil in which all constituent 
processes of OCR are described. The thesis reports 
image binarization being done using morphological 
operators, skew correction using Hough transform, 
border noise removal using connected component 
analysis and Word Segmentation using k-means 
clustering and character segmentation using 
connected component analysis. The performance of 
the proposed method was reported to be validated 
against an in-home built large scale database taken 
from Tamil books and other documents including 
different skew angles and border artifacts. The 
experimental results show an accuracy of 80% 
which is significant considering the obscurities 
involved in the process of Tamil word and 
character segmentation.  A recent work contributed 
by [11, 12] discuss a line based segmentation using 
horizontal histogram and word segmentation by 
vertical projection to detect the boundary of each 
word. The later performed segmentation on 
Devanagari and Gurumukhi. They report an 
accuracy of 98.89 % for character segmentation of 
Devanagari script. It is seen that most of these 
works report an accuracy falling between 97% and 
100%. However, it does not become explicit in 
their work as to what kind of document has been 
used to evaluate the efficacy and robustness of their 
proposition. Discussion on the degree of noise 
content in the considered documents has been 
relatively ignored. Moreover, many of the work fail 
to report their strategy of preprocessing on 
documents. The work motivates the exploration on 
scaling its methodology with some modifications to 
other scripts like Devanagari, since much of the 
work on OCR for Devanagari involves the use of 
conventional approach to OCR for Roman script.  

 
Besides this, as mentioned previously, most of 

the work do not present detailed discussion on 
preprocessing steps, noise removal (especially 
border noise), and the type of document and its 
noise severity which have been exploited for the 

efficacy evaluation of their proposition. Moreover, 
in Indian context, none of the work reported thus 
far use Active Contour Model (ACM) for word and 
character segmentation which seems to possess 
significant potential in handling a script like 
Devanagari owing much to its segmentation 
approach. The Vertical Projection Profile has 
remained a conventional approach to the same. 
Toward this end, we propose a study highlighting 
the usefulness of ACM in word and character 
segmentation in Devanagari script. The study 
shows that a combination of Morphological 
operator for image binarization, Connected 
component analysis for border noise removal, 
Horizontal projection profile for line segmentation 
and ACM for word and character segmentation has 
demonstrated significant potential in handling OCR 
for Devanagari script. The study incorporates 
robustness evaluation of the fore mentioned by 
subjecting it to document with varying degree of 
noise severity and border artifacts. 

 
3. CHARACTERISTICS FEATURES OF   

DEVANAGIRI SCRIPT 
 

 Devanagari script has 11 vowels and 33 
consonants [12]. The same has been illustrated in 
Figure 1.  

 

 
Figure 2: Vowels And Consonants Of Hindi  

(A Devanagari Script) 
A Devanagari word can be divided into three 

strips viz. core strip, top strip, and bottom strip as 
illustrated in Figure 2.  

 
Figure 1: Divisions In The Structure Of Devanagari 

Word 
The core strip and top strip are differentiated by 

the head line called shirorekha (a Hindi term 
meaning headline). The lower modifier is attached 
to the core character which is in the bottom strip.  

 
OCR for Devanagari script becomes even more 

difficult when compound character and modifier 
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characteristics are combined in 'noisy' situations. A 
syllable may be formed by composition of a few 
consonant and vowel sounds. Most of the time, 
vowels appear as vowel modifiers, i.e., they deform 
the consonant shape to articulate the composite 
sound. Some of the combination of conjuncts with 
characters are depicts in Figure 3.  

 

 
Figure 3: Illustration Of Conjuncts – Character 

Composition 
 

This creates the need for splitting the syllables 
into their constituent components which is a 
nontrivial task. If one considers all the possible 
characters that can be generated by the composition 
of consonants and vowels, it may result in a large 
number of classes. For Hindi, the number of classes 
then becomes more than 10000. In the case of 
Devanagari script, most of the modifiers (matras) 
appears either above the shirorekha or below the 
character, it is possible to segment out such 
modifiers and reduce the number of classes to less 
than 100. [13] 

 
4. PROPOSED METHODS 

 
This section brings out an effective strategy to 

quality preprocessing and segmentation stage of an 
OCR system for Devanagari script. The steps 
involved are explained in Figure 4. 

 

 
Figure 4: Flowchart Of The Algorithm Under Study 

 
The pre-processing stage handles steps, Image 

Binarization and Noise Removal. The segmentation 
stage in OCR performs line, word, and character 
atomization. Detailed description of the same is 
presented in subsections below. 

 

4.1 Pre-processing 
4.1.1 Image binarization 
  In this process, a grey scale image is converted to 
binary image containing only pixel values of ones 
and zeros. This separates the area of interest from 
the background information which is essential. The 
method to binarization is to change the pixel values 
of area of interest (here greatly characters or text) to 
higher value i.e, to one and to make all other part 
zero by fixing a threshold value. The pixels values 
below this threshold are to be converted to zero and 
above this threshold to one. The method for 
binarization applies morphological operator along 
with thresholding. 
4.1.1.1 Morphological operators 
  Morphology is a term that refers to the description 
of shape and area of an object. Morphological 
operators usually process the objects in input image 
according to its shape. These operators apply a 
structural element on the objects of the image and 
produce an output image of the same size. The 
value of each pixel in the output image of 
morphological operations is based on the 
comparison of the corresponding pixels and its 
neighboring pixels. 

  The basic operations using morphological 
operators are dilation and erosion. The former 
makes the boundary of the image undergo an 
expansion by addition of pixels to the boundary 
region and the later results in boundary shrinkage 
due to the removal of pixels from the boundary 
region. The number of pixels added or removed 
from the objects in an image depends on the size 
and shape of the structuring element used to 
process the image. 
4.1.1.1.1   Dilation 
  The value of the output pixel is maximum value of 
all pixels in input pixel's neighborhood. As regards 
to binary image, if any of the pixels is set to the 
value 1, the output pixel is set to 1. The dilation of 
a gray scale image is illustrated in Figure 5. 
The structuring element defines the neighborhood 
of the pixel of interest, which is circled. The 
morphological dilation function sets the value of 
the output pixel 1 because one of the elements in 
the neighborhood defined by the structuring 
element is one. 
 
 

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 20th June 2013. Vol. 52 No.2 

© 2005 - 2013 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
146 

 

 
Figure 5: Dilation Of A Gray Scale Image 
 

    Erosion 
  The value of the output pixel is minimum of all the 
pixels in the input pixel's neighborhood. In a binary 
image, if any of the pixels is set to 0, the output 
pixel is set 0. The erosion of a gray scale image is 
illustrated in Figure 6. 
 

 
Figure 6: Erosion Of A Gray Scale Image 
 

  There are two operation which is performed on 
combing erosion and dilation operation viz. 
“Morphological Opening" of an image which is a 
successive operation of erosion followed by a 
dilation, using the same structuring element for 
both operations and “Morphological Closing" 
operation is a successive operation of dilation and 
then erosion using a same structuring element. The 
former eliminates thin protrusion and removes 
small object from an image while preserving the 
original image and later tends to smooth sections of 
contour and fuses narrow breaks and eliminates 
small holes. 
4.1.1.2 Algorithm 
  Binarization is done on grayscale images. On grey 
scale image, the morphological closing operation is 
done after this the output of closing operation got 
subtracted from the original grey scale image. Then 
a global thresholding is done with a threshold of 
value 50 to get a binary output image. The 
algorithm is described using a flowchart as shown 
in Figure 7.  

   
 

Figure 7: Algorithm For Binarization 
 
An original image and its binarized form is shown 
in Figure 8. 
 

 
 Orginal Image 
 

 
Binary Image Output Using Morphological Operators 

Figure 8: Binary image output 
 

 The method gives text quality similar to Otsu’s 
method. However, if any noise is present usually 
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page border or border noise, this will result in a less 
noise output. 
4.1.2 Noise removal 
  Second step in preprocessing is noise removal 
were the noises are removed; here the noise under 
consideration is border artifacts. Since the input is a 
scanned image and chances are high that the image 
is a part of large document, borders will be formed 
for these scanned text images. This will take as a 
valid data during binarization which is actually a 
noise which has to be removed. 
4.1.2.1 Border artifacts and page borders 
  Border artifacts can be dark lines along the page 
borde r or speckles that result from the binarization 
process. Particularly when we scan thick books, we 
see the dark impression around the borders. The 
page borders are also found as dark thick lines 
which will always taken into consideration as true 
object which are actually noise. This scenario is 
depicted in Figure 8. The presence of such vertical 
and horizontal lines decreases the accuracy of OCR 
considerably and results in improper segmentation. 
Connected component algorithm is proposed for the 
elimination of these border noises. The algorithm is 
explained in the following section. 
4.1.2.2 Connected component analysis 
  Also called as blob detection or region extraction, 
CC is commonly used analysis in image 
segmentation algorithms. It scans an image and 
groups pixels based on its connectivity. Generally 
CC analysis is done over binary images. The output 
of CC analysis gives a label matrix having same 
dimension as of the original image.                       
The example of a labeled matrix is shown in Figure 
On obtaining label matrix, it is easy to extract each 
of the components to perform separate processing. 
The result of CC analysis for Hindi character ‘ ’ 
is shown in Figure 10.  
 
 

 
Figure 9: Labeled Matrix 
 

 
Figure 10: CC Analysis 
 

 In below CC analysis for border noise removal is 
described..  

4.1.2.3 Algorithm 
  Morphological closing operation had done in the 
document image with a structuring element of 
rectangle. The size of the rectangle is taken very 
small. For vertical borders (left and right), it is “[3 
1]” and for horizontal borders (top and bottom) it is 
“[1 3]”. It helps in smoothing the document 
borders. For each border, we apply CC analysis and 
then extract out the largest component present. We 
take features (height) of the largest CC. This is 
validated against a given threshold and a decision is 
taken whether it's a border noise or not. If that CC 
is a border noise then all the pixels are made zero. 
The algorithm is described in detail in Figure 11 
. 

 
  Figure 11: Algorithm Border Removal 
 
The images before and after border removal are 
shown in Figure 12. 
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   Figure 12: Image Before And After Border Removal 
 
  An effective pre-processing is followed up by the 
process of segmentation. A detailed approach to 
various levels of segmentation is presented the 
succeeding subsection. 
4.2 Segmentation 
4.2.1 Line segmentation 
  In line segmentation, the focus is on separating 
individual lines in a script document. The method 
involves construction of a horizontal histogram of 
the image like the one shown in Figure13.  
 

 
   Figure 13: Horizontal Projection Profile 
 
  Based on the peak of this horizontal Histogram 
individual lines in the document image are 
separated. The details of Horizontal profile 
projection are explained below . 
4.2.1.1 Horizontal projection 
  The HPP is calculated by summing the white 
pixels in each row of the image. The HPP graph 
contains peaks and valleys symbolizing the text 
lines and line gaps respectively. 
4.2.1.2 Algorithm 
  Construct the Horizontal Histogram for the image.  
Using the Histogram, find the points from which 

the line starts and ends. For a line of text, upper line 
is drawn at a point where we start finding white 
pixels and lower line is drawn where we start 
finding absence of white pixels. And the process 
continues for next line and so on. The horizontal 
projection profile of binary document image is 
represented by Figure 13. 
4.2.2 Word segmentation 
  Word segmentation aims to resolve individual 
word in a script document. This is done based on 
the boundary of each word. The boundary of each 
word is identified and word separation is done 
according to it. Active Contour is the proposed 
alternative. Vertical profile projection is also 
discussed and performed in order to do a 
comparative study on deteriorated Images.  
4.2.2.1 Active contours 
  An active contour is an energy minimizing spline 
that detects specified features within an image. It is 
a flexible curve (or surface) which can be 
dynamically adapted to required edges or objects in 
the image (it can be used to automatic objects 
segmentation). It consists of a set of control points 
connected by straight lines. The active contour is 
defined by the number of control points as well as 
sequence of each other. Fitting active contours to 
shapes in images is an interactive process. 
  
 The Active contour model helps to trace every 
closed shape with in an image. By using this 
property of the model every boundary of a word 
with in a line can be traced, since each word is a 
closed shape within a line. Using this each word 
can be separated as a different image. The binarized 
image and corresponding word segmented form is 
shown in Figure 14.  
 

 
 Figure 14:  Active Contour Tracing On A Line To Get 
Word  Segments 
 
4.2.2.2 Vertical projection 
 The VPP is calculated by summing the white 
pixels in each column of the image. The VPP graph 
contains peaks and valleys symbolizing the words 
and word gaps respectively in a line. For VPP, 
image of each line is taken and is scanned vertically 
to get the non-zero pixel values. The columns 
where non-zero values are absent are considered as 
the gaps between the words and the segmentation is 
performed at these points. 
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4.2.3 Character segmentation 
  In character segmentation individual character in a 
script document image is separated based on the 
extraction of the word. Yet again, Active Contour is 
the proposed alternative for character segmentation. 
By using the same procedure as for word, each 
character with in a word is also separated after 
shirorekha removal using horizontal projection as 
shown in Figure 15.  
 

 
Figure 15: Word Before And After Shirorekha Removal 
  
The character tracing after shirorekha removal is 
shown in Figure 16. 
 

 
Figure 16: Active Counter Tracing For A Word To Get 
Character Segments 
 
4.     EXPERIMENTATION AND RESULT 

STATISTICS ANALYSIS 
 

A detailed account of the experimentation on 
effectiveness evaluation of the segmentation 
algorithm has been described in this section. The 
focus of the experimentation is to demonstrate the 
potential of Active contour based segmentation for 
Devanagari script. Hindi has been chosen as the 
candidate for the experimentation. In order to prove 
the efficiency and robustness of the proposed 
alternative algorithms, we have subjected it to 
diverse documents with varying degree of noise 
severity and other intense border artifacts. These 
documents have been shown in Figure 17. 

 

 
Doc-3 

 
Doc-1 

 
Doc-2 

 
Doc-4 

Figure 17: Documents used for Robustness Evaluation. 
 

 These documents have been described as 
follows:  

Doc-1: Noiseless document (0% noise).  
Doc-2: Partially visible contents of next page 

(Thin page artifact).  
Doc-3: Multiple complement color 

patches/speckles at back ground.  
Doc-4: Scattered border noise with partially 

visible contents of next page.  
Standard measures of effectiveness evaluation have 
been used for efficiency evaluation viz. Recall and 
Precision. These have been defined below: 
 

Total no. of images correctly retrieved  (1) 
Recall = 
             Total no. of correct images  

 
Total no. of images correctly retrieved(2) 

Precision= 
   Total no. of retrieved images                
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TABLE 1: Result Of Line Segmentation For Devanagari  Script Using Proposed Alternatives. 
Document 
Images 

No. of lines 
present 

Output of line 
segmentation 

No. of lines correctly 
segmented 

Recall 
(%) 

Precision 
(%) 

Doc-1 8 8 8 100 100 
Doc-2 23 23 23 100 100 
Doc-3 3 3 3 100 100 
Doc-4 26 26 26 100 100 

 
TABLE 2: Result Of Word Segmentation For Devanagari Script Using Proposed Alternatives. 

Document Images Doc-1 Doc-2 Doc-3 Doc-4 
No. of words present 42 314 40 233 
Output to word segmentation (Active Contour 
method) 42 336 43 293 

No. of words correctly segmented (Active Contour 
method) 42 311 40 202 

Output to word segmentation (Vertical projection 
profile method) 42 278 30 181 

No. of words correctly segmented (Vertical projection 
profile method) 37 242 23 146 

Recall (%) Active Contour 100 99.04 100 86.69 
Vertical Projection 88.09 77.07 57.5 62.66 

Precision (%) Active Contour 100 92.55 93.02 68.94 
Vertical Projection 88.09 87.05 76.66 80.66 

 
The result statistics obtained on subjecting the 

various documents to the proposed alternatives is 
discussed in the remainder of this section. Table 1  
shows the result obtained upon using the HPP for 
line segmentation in various documents. Like in 
any other script, HPP has delivered cent percent 
recall and precision on effectively pre-processed 
Hindi (Devanagari script) documents. 

The obtained statistics out of the 
experimentation conducted for word segmentation 
on the four types of documents is shown in Table 2. 
The word segmentation has been carried out using 
ACM and VPP. The recall and precision values 
obtained for Doc-1, 2 and 3 using ACM exceeds 
the corresponding figures obtained using VPP by a 
huge margin, as evident from Table 2, especially in 
Doc-1 which is noise free.  
 

 
Figure 18: Comma Almost Attached To The Word Noise 

In Between 
 
 
 
 

 
 
An instance to justify the reason for VPP to 
perform poorly is illustrated in Figure18 which 
shows the result for word segmentation using VPP. 
It is evident that this conventional methodology 
completely fails to separate comma (,) from the 
main word “है”. Similarly, other characters like 
colon, full stop, etc. are also not separated using 
VPP due to its global threshold condition which 
greatly reduces the accuracy of VPP. The problem 
is effectively overcome using ACM for it identifies 
closed loops as characters. Thus, “है” and “,” will be 
rightly separated using ACM. Further, an 
appreciably good and significantly better figure of 
recall and precision is obtained using ACM for 
Doc-2 and Doc-3. An important instance which 
brings down the accuracy of VPP is illustrated in 
Figure 19 which shows presence of pixel noise as 
complement color patches between two words. VPP 
regards the two words in Figure19 as a single unit 
due to its thresholding conditions which require a 
minimum distance between two words to be 
identified as separate entities. 
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TABLE 3: Result Of Character Segmentation For Devanagari Script Using Proposed Alternatives. 

  
TABLE 4: Result Of Top Character Segmentation For Devanagari Script Using Proposed Alternatives. 

Document 
Images 

No. of Top 
characters 
present 

Output of Top 
character 
segmentation 

No. of Top 
characters 
correctly 
segmented 

Recall 
(%) 

Precisi
on 
(%) 

Doc-1 27 27 27 100 100 
Doc-2 223 223 223 100 100 
Doc-3 29 29 29 100 100 
Doc-4 173 173 171 98.84 98.84 

 

 
Figure 19: Words with white pixel 
 
 The minimum distance is not encountered due 

to presence of noise pixels. However, ACM 
identifies the two words correctly apart from 
identifying each pixel as an individual unit. This 
partially degrades its precision, but its recall 
remains high. In Doc-4, with most severe noise 
content, the precision using ACM goes low on 
account of factors like speckles being identified as 
words. However, recall remains high since all valid 
segments get captured by ACM. It can be seen that 
ACM identifies 202 word segments while VPP 
identifies only 146, out of actual 233 words present 
in the document. This makes VPP less popular and 
inefficient in case of noisy document. The reason 
for large segments obtained using ACM is 
attributed to its methodology, i.e., identification of 
closed curves. However, this property of ACM may 
fail to correctly segment some rare words in Hindi 
containing “visarg” i.e., the symbol ‘:’ at the end of 
the word. An example illustrating such a condition 
is shown in Figure 20. 

 

 
Figure 20: Illustrating Fail Factor Of Active Contour 

Model 
 

In this case the identified words will be nine 
while it is actually three. This is due to the fact that  
 

ACM recognizes closed loops as words. Since each 
“visarg” is identified as a separate word, it 
contributes to an erroneous segmentation and the 
accuracy of ACM is hampered depending on their 
frequency of occurrence in the scanned documents. 
On contrary, VPP delivers right results in this 
scenario on account of its global thresholding 
condition that does not allow the separation of a 
“visarg” due to its close proximity to the word it is 
attached to. With such a condition being rare in 
Hindi, one may ignore the fore mentioned and 
conclude that ACM is a better choice for word 
segmentation.  

 
Table 3 discusses the character segmentation 

statistics obtained upon using ACM for character 
segmentation. The character segmentation using 
ACM gives an accuracy of 100%.  

 
The statistics obtained for character and top 

character segmentation using ACM far exceed their 
counterparts obtained using VPP. The statistics and 
discussion on the later have not been included due 
to space constraints. However, it is perfectly 
intuitive that VPP should perform inferior to ACM 
for same has been the scenario in word 
segmentation. It was seen that VPP failed to 
perform correct inter-word segmentation on 
account of global thresholding conditions. The 
same phenomenon was observed in our 
experimentation for intra-word segmentation 
(character segmentation) using VPP. 

 
  A dip in the precision is observed in document 
Doc-2 and Doc-4 in Table 3. This occurred on 
account of presence of background noise and 

Document 
Images 

No. of 
characters 
present 

Output of 
character 
segmentation 

No. of 
characters 
correctly 
segmented 

Recall(%) Precision(%) 

Doc-1 101 103 100 99.00 97.08 
Doc-2 781 1005 780 99.87 77.61 
Doc-3 99 102 99 100 97.05 
Doc-4 975 1181 967 99.19 81.87 
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complement color pixel/speckle noise. Since each 
of these junk characters are also falsely recognized 
as valid segments, the precision goes low. It is 
worthwhile to note that recall remains consistent for 
correct segments are rightly identified by ACM. 
Another problem which hampered system precision 
is character overlapping in original source 
documents. The result of character segmentation of 
the word “�नकले” present in Doc-1 which 
illustrates the above discussed problem is shown in 
Figure 21. 

 
Figure 21: Illustrating Fail Factor Of Acm (And Vpp) 

Due To Character Overlap 
 
The word “�नकले” contains three valid segments 

i.e., “�न”, “क” and “ले”. The original hand written 

document had “क” and “ले” partially overlapped. 

This enables ACM identify “�न” and “कल” alone 
as character segments from scanned documents. 
This is also the reason attributed to degraded recall 
for Doc-1 on Table 3. These are purely source 
document artifacts and cannot be handled by ACM 
or any other segmentation algorithm including 
VPP. Table 4 presents the statistics obtained for top 
character segmentation using ACM. 
 
  The results obtained using ACM algorithm has 
demonstrated significant potential in handling 
effective top-character segmentation on all types of 
documents, as evident from the tabulation. The 
result for Doc-4 falls short of cent percent due to 
the reason described using Figure 21. 
   The upper portion of the shirorekha of the word 
“ह�” in Doc-4 is shown in Figure 22. Since the 

original hand written document had “◌ै” and “◌ं” 
overlapped, it could not be separated using ACM.  
From the above discussion, it is evident that 
proposed combination of methods for preprocessing 
and segmentation provides improved results for 
Devanagari script segmentation over other 
conventional approaches. 
 
6.      CONCLUSION 

 
This paper focuses on subjecting exposure to 

alternate existing methodologies to pre-processing 
and segmentation of Devanagari script (printed 
text). An intensive study and quantified justification 
has been reported to testify the efficiency of the 

proposed alternatives. It has been shown that a 
combination of Morphological operator for image 
binarization, Connected component analysis for 
border noise removal, Horizontal projection profile 
for line segmentation and Active contour model for 
word and character segmentation works best for 
Devanagari script. The robustness of the proposed 
alternative has been demonstrated by validating its 
efficiency on multiple documents with varying 
degree of noise severity and border artifacts. The 
experimental results confirm our proposition to be a  
superior technique over other conventional 
methodologies to pre-processing and segmentation 
in OCR system implementation. The efficiency of 
ACM on Devanagari script owes much to its 
approach to segmentation. ACM functions superior 
to VPP since it considers closed loops for 
segmentation. It effectively identifies all commas 
and full stops in the text which are not separated in 
VPP on account of thresholding conditions. Also, it 
has been found that both VPP and ACM are equally 
competent on noiseless documents. However, ACM 
has delivered consistent performance on noisy 
documents containing foul characters like 
complement color patches (white pixels or 
speckles), border artifacts, etc. Owing to inadequate 
preprocessing a dip in system precision was 
observed on few noisy documents. However, recall 
obtained using ACM remained 100% on all types 
of documents for all valid segments were identified 
correctly. Consequently, it shall be interesting to 
determine if modifications could be made on 
Morphological operator to enhance its cleaning 
effect on noisy documents. Also, it shall be a 
worthwhile effort to bring out modifications on 
ACM algorithm to effectively handle segmentation 
process in an instance of “visarg” or other typical  
special characters along with eliminating its 
handicapped-ness on overlapping characters 
intended to increase the precision on scripts with 
such artifacts. Our future work shall focus this 
aspect along with exploring avenues that should 
further improve the parameters which govern the 
accuracy of the OCR system. 
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