RBF NEURAL NETWORK-BASED CALIBRATION OF WIDE ANGLE FOVEA LENS FOR ACTIVE VISION TRACKING
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ABSTRACT

Camera calibration accuracy will affect directly the target tracking effect. The traditional camera model only considered the linear perspective projection model, such as the pinhole camera projection model, the linear model is not suit for the wide angle lens camera with big distortion, the radial and tangential distortions exist simultaneously in the image obtained by the wide angle fovea lens camera. Therefore, in this paper, a calibration method is proposed, which is based on RBF neural network (RBFNN) calibration model. RBFNN is three-layer feed-forward neural network including input layer, hidden layer and output layer with the good performance, RBFNN can avoid the calculation and reasoning from the geometry. At last, the calibration experiment result shows that RBFNN has high accuracy than the linear calibration, moreover, the RBFNN model has increased the flexibility of system, and has the important practical significance.
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1. INTRODUCTION

In active vision tracking, an analysis relationships between the target in 3-D (3-dimensional) world and its projection in 2-D (2-dimensional) image of the camera need to be established for obtaining target position accurately. According to the camera geometry model, the analysis relationships are described by following two transformations: (1) The first transformation is the forward perspective projection transformation from 3-D object point to its 2-D image point, which will reduce the searching space in matching features between two images or for hypothesis verification in scene analysis. (2) The second transformation is backward projection from a 2-D image point to a 3-D ray, which can infer 3-D information from 2-D image features and realize 3-D target reconstruction. These transformation geometry parameters can be seen as camera parameters, usually, ideal pinhole camera model is used to solve the intrinsic and extrinsic parameters of camera [1-5]. Whereas, due to optics and electronics phenomena, the image process will process the systematic displacement of image points, which is named lens distortion, with respect to the real position calculated by the ideal pinhole camera geometrical perspective model. The traditional camera calibration methods could be classified into two categories, namely, camera linear transformation matrix calibration method, non-linear distortion calibration method. The linear transformation matrix method is simple and the calibration accurate is lower because of no considering lens distortion, and the non-linear camera calibration method causes computational complexity by mathematical reasoning. Moreover, the wide angle fovea lens camera, which has the characteristics of wide angle and small lens focus, the tangential distortion besides the radial distortion cannot be ignored in establishing the geometry model [6-8]. Therefore, in active vision tracking application, it is essential to calibrate camera either on-line or off-line considering the radial and tangential distortions. In many cases, performance of active vision tracking system depends on the accuracy of camera calibration strongly. In general, calibration method that achieves higher accuracy requires more computations, and the trade-offs between accuracy and computational cost depends on the requirements of the application. Learning-based neural networks can realize the nonlinear
relationship between the inputs and the outputs variables, which are application keys in all fields. It is the nonlinear function approximation essentially to train the neural network by using the input and output data of nonlinear system, such as back-propagation neural network (BPNN). Back-propagation is an iterative, gradient search, supervised algorithm which can be viewed as multiplayer non-linear method that can recode its input space in the hidden layers and thereby solve hard learning problems. The network is trained using ANN technique until a good agreement between predicted gain settings and actual gains is reached, which has been widely used for calibration. However, BPNN algorithm has two main problems in practical application, one is that the learning rate selection will directly affect the convergence speed, and the other is that the objective function of BPNN exists the local minimum[6-11].

Our objective is to develop a camera calibration method that is accurate enough to meet active vision tracking application requirements while maintaining a computational cost low enough to fulfill the real-time requirement. Therefore, in this paper, learning-based RBF neural network off-line calibration method is proposed, the 3-D world coordinates of calibration points is taken as the inputs of RBF neural network, and the pixel points corresponding to inputs could be calculated by RBF neural network, and the optimization network structure is obtained by controlling the image points minimum errors of root mean square.

The remainder of the paper is organized as follows: Section II describes the composing and principle of active vision recognition with the wide angle fovea lens camera. Section III introduces the camera geometry model with linear and non-linear projection transformation, which presents the optical imaging process and is the basis of researching the camera calibration. And then, learning-based RBF neural network calibration method is mentioned in Section IV, and the calibration experiment is presented in Section V. At last, conclusion remarks are provided in Section VI.

2. BASIS PRINCIPLE OF ACTIVE VISION RECOGNITION WITH WIDE ANGLE FOVEA LENS CAMERA

The human vision system includes three parts, which are eyeballs, optic nerve and visual center, eyeballs accessory structure. The eyeballs are mainly used for receiving information comes from the outside world, and the visual information is transferred to the human brain through the optic nerve, the pupil, the cornea and the lens, retina correspond to the aperture lens and photographic film in machine vision respectively. Fovea in retinal only has cone cell, the neurons in fovea shows the single track connection, and fovea vision is the most sensitive part in retina. Therefore, the human eyes can finely recognize object only near the fovea. Therefore, the eyeball need to be moved constantly upper and lower, left and right controlled by the brain, which will keep the interest of target near the fovea[12]. The fovea area has very high visual acuity, and visual acuity will drop quickly even if the visual point deviates the fovea area slightly. Therefore, new type wide-angle fovea lens vision system is established by using the combinations of spherical lens and aspherical lens, which has the characteristics of special visual magnification curve according to the human eye. The wide-angle fovea vision recognition system can divide the obtained image into central region and the peripheral region according to the stimuli sensitivity of light and the target motion. To simulate human eye movements, the wide angle fovea camera is mounted on the 2 degrees of freedom(DOF) rotary platform, when the camera detected image peripheral area changes of CCD camera, the system controls the 2DOF rotary platform movement to make the center area of wide angle fovea camera align the target, and track the target. Basic principle of active recognition system with wide angle fovea lens camera is shown as Fig.1.

![Fig.1 Basis Principle Of Active Vision Recognition System With Wide Angle Fovea Lens Camera](image)

3. CAMERA GEOMETRY MODEL

Intrinsic and extrinsic parameters of camera are always relative to the camera geometry model, and the geometry model is simplification to optical imaging process, which is the most commonly used to research the camera calibration. For example, the pinhole camera model, which can identify the relation between the object and its pixel coordinate
of image, the pinhole camera model is shown as Fig.2, which shows the imaging relation.

![Fig.2 Pinhole camera model](image)

In Fig.2, it includes four coordinate systems, which are the world coordinate system \((O_wX_wY_wZ_w)\), the camera coordinate system \((O_cX_cY_cZ_c)\), the image coordinate system \((OXY)\), and the pixel coordinate system \((OUV)\) respectively. For the camera coordinate system, the origin \(O_c\) of the coordinate system is optics center of wide angle lens, and axis \(Z_c\) is coincidence to optics axis. And the image coordinate system, the origin \(O\) is the intersection point between the axis \(Z_c\) and the image plane, axes \(X, Y\) are parallel to axes \(X_c, Y_c\) and the directions are coincident. For the pixel coordinate system, the origin is located at the top left corner of image. And \(f\) is the focus, which is the distance between image plane and optics center. Assumed that any point \(P\) in space under the ideal pinhole model, the coordinate of point \(P\) in world coordinate system is \((x_w, y_w, z_w)\), and the camera coordinate system is \((x_c, y_c, z_c)\), and the coordinates in the image system is \((x, y)\), and \((u, v)\) is the pixel coordinate. The relationship between the world coordinate system and camera coordinate system is expressed as following.

\[
\begin{bmatrix}
x_c \\
y_c \\
z_c
\end{bmatrix} = R \begin{bmatrix}
x_w \\
y_w \\
z_w
\end{bmatrix} + T
\]

Where \(R\) is a \(3 \times 3\) rotation matrix, expressed by \(R= (r_{ij})_{3 \times 3}, i,j=3\), and \(T\) is \(3 \times 1\) translation matrix, expressed by \(T=(t_i)_{3 \times 1}, i=3\).

And the relationship between image coordinate system and camera coordinate system is expressed by

\[
\begin{align*}
x &= f x_c / z_c \\
y &= f y_c / z_c
\end{align*}
\]

For the pixel coordinate system, in this coordinate system, the unit is pixel, and its origin is located at the top left corner of image. Because the pixel coordinates \((u, v)\) only denotes that the numbers of columns and rows, and it does not denote that the pixel position in the image by the physics units. Moreover, the image coordinates are established by the physics unit mm, and the origin of image coordinate is located at the center of image. Assumed that coordinate values of image coordinate system origins are \((u_0, v_0)\) in pixel coordinate system. Therefore, any pixel in the image coordinate system and pixel coordinate system has the following expression.

\[
\begin{align*}
u - u_0 &= x / dx \\
v - v_0 &= y / dy
\end{align*}
\]

Where \(dx, dy\) are each pixel’s physics size in \(x\) and \(y\) directions, respectively. And \((u_0, v_0)\) is the position pixel of the optics center.

Therefore, combining (1), (2) and (3) leads to the relationship from the world coordinate system to pixel coordinate system, which includes various parameters to be calibrated.

\[
\begin{align*}
x &= u - u_0 = r_{11} x_w + r_{12} y_w + r_{13} z_w + t_1 \\
y &= v - v_0 = r_{21} x_w + r_{22} y_w + r_{23} z_w + t_2 \\
u &= u_0 = r_{31} x_w + r_{32} y_w + r_{33} z_w + t_3
\end{align*}
\]

Where, \(f_u, f_v\) is the focus distance denoted by the horizontal and vertical pixel as the unit, respectively. And \(f_u=f/du, f_v=f/dv\).

However the linear model cannot describe the geometry relation of camera imaging accurately, such as the wide angle fovea lens camera system, therefore, the distortion need to be offset. For simplification, in this paper, only the radial distortion and tangential distortion are considered, radial distortion and tangential distortion is shown as Fig.3.

Radial distortion is from lens shape, which is radial distortion relative to the origin \(O\) of the camera coordinate system, namely, a displacement deviation from its ideal location, whereas, tangential distortion is from camera assembly process, which is perpendicular distortion whose radiation center point is located at the origin of the camera coordinate system. Assumed that ideal image coordinates are located at point \(P(x, y)\), whereas real camera image coordinates caused by
Camera calibration can be seen as a more general problem of function approximation where the function to be approximated is the distortion on the image plane. When there is not a good model of the function to be approximated is the distortion on the image plane. Therefore, in this paper, a neural model structure, hidden layer is composed of a set of radial basis function composition, and RBF neural network training process is to determine means, the covariance matrices and weights assigned to each layer neuron unit, which can establish the mapping from the input to the output for research system. Usually, the same Gaussian function is selected as the radial basis function of hidden layer nodes, and all of the weights from input layer to the hidden layer are 1, and the network output is calculated by linear combination of output of hidden layer. In this paper, the numbers for input layer, hidden layer and output layer are 3, 16 and 2, respectively.

\begin{equation}
\begin{aligned}
\delta_r(x, y) &= \sum \alpha_i \exp\left(-\frac{\|X - C_i\|^2}{2\sigma_i^2}\right)
\end{aligned}
\end{equation}

Where, \(\alpha_{in}\) is the \(i_{th}\) connection weights between \(i_{th}\) basis function and the output nodes, \(i=1, 2, ..., 16\) and \(n=1, 2\), \(X=[x(t), y(t), z(t)]^T\), \(C_i \in R^n, \sigma_i \in R^+, \alpha_{in} \in R\), \(R^n\) is the set of all positive real numbers, \(\|\cdot\|\) is Euclidian norms\(^{[19]}\).

In the calculation process, it is assumed that the number of hidden neurons is very much less than of the valid intersection points of the calibration target in the training set. In fast learning algorithms, the Gaussian parameters \(\mu_i\) and \(\sigma_i\) are selected
randomly and the output weights are calculated analytically.

After the neural network structure is obtained, and the input vectors for the input layer are the 3-D space point world coordinates, and the output vectors are the pixels coordinates in pixel coordinate system which is corresponding to its 3-D space points. In the training of RBF neural network, firstly, the data of samples need to be normalized operation. For the RBF neural network, so many learning algorithms can be used, in this paper, a gradient descent method with oblivion factor is selected as the learning algorithm to adjust the neural network structure parameters, namely, the change of neural network at the $k_{th}$ time will include the network parameter change the $\text{(k-1)}_{th}$ time, and training error function $J$ can be calculated by the following equation.

$$J = \frac{1}{2} \varepsilon[W, k]^2 = \frac{1}{2}\left[(Y(k) - Y(W, k))^2\right] \tag{9}$$

Where $Y(k)$ is the real pixel coordinate for the 3-D space point, and $Y(W, k)$ is the RBF neural network output results.

And the adjustment algorithm of connection weights matrix between the hidden layer and output layer by the following equation,

$$W(k + 1) = W(k) + \mu(k)\left(-\frac{\partial J(W)}{\partial W}\right) + \eta(k)[W(k) - W(k - 1)] \tag{10}$$

And the adjustment algorithm of hidden center value matrix by the following equation.

$$C(k + 1) = C(k) + \mu(k)\left(-\frac{\partial J(\sigma)}{\partial \sigma}\right) + \mu(k)[\sigma(k) - \sigma(k - 1)]$$

Where $\mu(k)$ is learning rate, $\eta(k)$ is the oblivion factor.

5. CALIBRATION EXPERIMENT

The camera calibration program is developed based on VC2008 debug environment, the camera calibration target is chessboard, which is shown as Fig.5, and the calibration target image by wide angle fovea lens camera is shown as in Fig.6. In the experiment, the camera used in this system is industry camera with 1394 interface, and a serial of images of 640x480 pixels have been generated from different direction, different type of distortions have been created by setting different values for the coefficients $\{k_i, p_j\}$ ($i=1, 2, 3$, $j=1, 2$) in Equation (6). Among them, 12 images are used for transformation matrix of calibration calculation in RBF neural network, the other images are using the RBF neural network testing.

![Fig.5 Origin calibration target](image)

![Fig.6 Distortion image for origin calibration target](image)

The calibration program firstly reads the image by the wide angle fovea lens camera, and then the intersection corner points are checked and its coordinate points are obtained, at the same time, sub-pixel coordinates are picked accurately, the intersection corner point positions of calibration target in world coordinate system and corner position in pixel coordinate system are taken as the input and output data for the RBF neural network, and the RBF neural network structure is decided, and the 3-D points in world coordinate system and its corresponding pixel coordinate randomly are selected to test the RBF neural structure. RBF neural network training errors experimental results is shown as Fig.7. And the errors of test points calculated by Eq.(9) are shown as table I. Table I shows that the root-mean-square errors calculated by the RBFNN calibration method is smaller than the error results by linear calibration result. It can see that the RBFNN calibration method is simple and accurate.

<table>
<thead>
<tr>
<th>Pixel points</th>
<th>Linear calibration method</th>
<th>RBFNN calibration method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training error</td>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
</tr>
</tbody>
</table>
6. CONCLUSION

Camera exists the lens distortion, which generates the non-linear geometry mapping relationship between the 3-D point in space and its corresponding imaging point. In this paper, the calibration target is selected to obtain the 3-D space point coordinate, and the target is to obtain the minimal training errors, and the RBF neural network is used for camera calibration, the experimental results shows that the RBF neural network can effectively avoid establishing the non-linear modeling, and the calibration precision can be improved, this method is valid and a very flexible method to calibrate the camera with the radial and tangential distortions.
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