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ABSTRACT 

Deformable model is one of interest topic in biometrics. The deformable model applications have been used 
to detect objects included facial sketch feature images. Many methods have been discovered and developed 
to detect objects of deformable. However, any method can solve a problem, but raises other issues. Popular 
method to solve the deformable object is Active Shape Model. It is the most used to detect facial feature, 
but it has weakness. This method is very depended on the shape initialization. If the movement direction is 
not covered by training sets, then the landmark movement will be move to the undesirable direction. In this 
research, we proposed method to create a new modeling of the landmark movement based on the previous 
movement results. Four algorithms are used to improve the landmark movement when the detection 
process. The experimental results show that our proposed method produces the average of detection 
accuracies more than 90% for all scenarios. 

Keywords: A New Model, Detection, The Previous Movement, Shape Model. 
 
1. INTRODUCTION  
 

 There are two processes to recognize the human 
image, which are face detection and recognition. 
The face detection is processes to determine facial 
image and remove non facial image. The results of 
face detection are used as input in face recognition. 
There are three models to perform face recognition 
process, which are appearance [1]-[5], feature [ 6]-
[8] and hybrid based recognition [9][10]. On the 
different modality cases, appearance based face 
recognition can be conducted, if they are preceded 
by transformation on the new space, so that they are 
new space [11], however they failed to recognize, 
when the facial sketch image model used as testing 
sets are the hatching images [11] [ 12].  

As one of the most interest research on the last 
decade, facial feature detection has been conducted 

some researchers. Some algorithms have been 
developed, but their limitations still appear, when 
the testing sets are influenced by illumination. The 
human perception system cannot be achieved by 
current algorithms. Active Shape Model is one of 
the most popular algorithms used to detect non-
rigid object [13]-[17], however it cannot locate the 
best movement direction when the movement 
direction is not available on the training set. The 
movement direction is highly dependent on the 
availability and the diversity of the training sets. 
The difference of the training and the testing sets 
modalities are problem on the Active Shape Model 
method [12][18]. If training sets used are 
photograph image and the testing set used are 
sketch image, then the training and the testing sets 
have the different modality. The research results 
have been produced to overcome facial feature 
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detection on the different modalities [19], however 
they failed to detect the facial features when the 
testing set used have slope up to 900 [20]. In this 
research, we proposed new algorithm to detect the 
facial sketch features. It is used to overcome the 
limitation of the previous research, where the final 
detection results are used as the shape initialization 
on the next detection process. The final results of 
our proposed method are superior to the previous 
research results [20].  

 

2. PROPOSED METHOD 
 

The deformable object image detection can be 
conducted with two ways, which is detection with 
and without training set. In this research, we 
proposed the detection model of the deformable 
object using the training set. The training and 
testing sets use the different modality. The facial 
image photographs are used as training set in the 
training process, while the facial sketch images are 
used as testing set in the testing process. If number 
of training sets used is m images, for each image 
has k features, and for each feature consist of n 
landmark, then the feature for all training sets can 
be modeled as follows [20][21] 
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Each training sets on the different features can 
consist of the different or the same number of 
landmarks, while for the same feature on the 
different training sets has the same number of 
landmarks. It means, for each training sets have the 
same number of landmarks. Detail of overall 
landmarks for all training set can written in the 
following equation 
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(2) 

In this research, we have trained 200 (m) the 
facial image photograph as training sets, for each 
facial image is characterized with 5 (k) features, 
number of landmarks used for each training sets is 
27 (n). Equation (1) and (2) represents overall 

landmarks used in the training set [20][21]. These 
landmarks will be used to obtain location of the 
shape initialization. 

 

A. THE NEGATIVE MAGNITUDE OF THE 
IMAGE GRADATION 

The landmark movement is not moved on the 
original testing set, but on the testing image 
gradation. We proposed to create the negative 
magnitude of the image gradation for the landmark 
movement. In order to create the image gradation, 
we use the gaussian convolution matrix y(x,σ) as 
seen follows [20][21] 
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Where the value of τ can be defined as 
2

2
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. The 
value of y depend on x and σ values, the Gaussian 
function MxN can be achieve by multiplying the 
Equation (3) with its derivative as seen in the 
following equation 
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The derivative of y(x,σ) can be calculated as seen in 
the following equation 
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Based on the Equation (3), (4) and (5), the value of 
Hi,j(x,σ) can be re-written in the following equation 
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The parameter of x on the Gaussian function and 

its derivative can be repleaced with U1 and U2 
respectively as written in the following equation 

The parameter of x on the Gaussian function and 
its derivative can be repleaced with U1 and U2 
respectively as written in the following equation 
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where∀i, i=1 . .N dan ∀j, j=1 . . M. The matrix result 
from Equation (4) will be further used for 
convolution process 

( ) ( )σ,, , xHyxfI jit ⊗=  (10) 

In this case, Ix and Iy use the different values of σ 
and ϕ. The gradient results of Ix and Iy can be 
modeled by using the following equation 
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The magnitude and its negative of the image can be 
easly computed by using the following equation 
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The negative of magnitudes can be achieved by 
subtraction the value of 255 to M.  
 
B. IMPROVEMENT OF TRAINING 

PROCESS 
Overall landmarks of the training sets have been 

obtained from the Equation (2), the dimension on 
the landmark matrix is mxn. In this case m 
represents number of training sets, while number of 
landmarks for each training set is represented as n. 
Based on Equation (2), the average value of 
landmarks can be obtained by using the following 
equation 
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The new position of landmarks can be written 
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Where rj,i represents square root of 2
,

2
, ijij yx +  as 

seen in Equation (18), while ϕ  j,i represents the new 
angle resulting from the addition of the original 
angle with its average as seen in Equation (19) 
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The angle (φ) of the training sets and its average 
until the middle point ( mφ ) can be calculated by 
using Equation (20) and (21) 
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The new middle point between the training sets in 
Equation (2) and the new position of landmarks in 
Equation (17) and (18) can be modeled by using the 
following equation 
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The average of the new middle point can be 
computed by using the following equation 
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The zero means of the new middle point can be 

calculated by subtraction the Equation (22) and (23) 
to their average as seen in Equation (24) and (25). 
To simplify the zero means calculation, it is 
necessary to duplicate the results of Equation (24) 
and (25) as many as m rows. The zero means can be 
calculated as seen in the following equation 
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In this research, we have proposed to improve the 
landmark variation based on deviation standard and 
its zero means. The deviation maximum value 
depends on the minimum value and deviation 
standard of xv. Similarly with the deviation 
maximum value also depends on the maximum 
value and deviation standard of yv. They can be 
determined as seen in the following equation 
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Where Std_xvj and Std_yvj represent the deviation 
standard values of xv and yv as seen in the following 
equation 
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While jxv  and jyv are the average of xv and yv 
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The new landmark variation is landmark 
improvement of Equation (26) and (27). They can be 
obtained by using the following equation 
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C. DETERMINATION OF THE SHAPE 

INITIALIZATION BASED ON THE 
TRAINING PROCESS RESULTS 

The shape initialization plays important role in the 
detection process. Error in determining the shape 
initialization will have an impact on the final result 
of the detection process. The closer the shape 
initialization to the corresponding features, the faster 
the process to find the corresponding features 
[20][21]. In order to obtain the shape initialization, it 
is necessary to conduct the training process 

ixciσx  XP  iXL δ∆++= .  (38) 
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iyciσy  YP  iYL δ∆++= .  (39) 

Where XP  and YP represent the normalized 

average of xtp and ytp. For both XP  and YP  have 
the single value as seen follows 
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The following is an example of the shape 
initialization. It will be placed in accordance with 
the results of equation (38) and (39). Figure (1) 
show transformation of the shape initialization 
process 

 
Fig.1. Transformation to the Shape Initialization 

To calculate the deviation standard of the landmark 
variation, it is necessary to compute the average of 
the landmark variation. It can be calculated by using 
the following equation 
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The deviation standard of the landmark variation can 
be calculated by using the following equation 
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The middle point of the landmark variation average 
can be easily calculated by using the following 
equation 

2
minmax )xv()xv(xt ii

i
−

=∆  (48) 

2
minmax )yv()yv(

yt ii
i

−
=∆  (49) 

And the middle point of the deviation maximum and 
minimum can be computed by using the following 
equation 
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(51) 
The results of training process will be used to detect 
the sketch facial feature, which are update the 
landmark variation values of x and y using Equation 
(24), (25),  (36) and (37), while update the new 
value using Equation (28), (29), (30) and (31) 
 
D. A NEW MODEL OF THE DETECTION 

PROCESS 
The results of the image gradation will be used to 

detect the feature locations. The shape initialization 
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is put on the image gradation. It moves to the 
corresponding feature depend on the greatest 
gradation. It will move close to the edge of features.  
To move the shape toward the corresponding 
feature, we proposed the similarity Affine as seen in 
the following equation 
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Where 
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The values of scallingX and scallingY have range 
between 0.8 until 1.2, whereas the value of ϕ has 

range between -150 until 150 and we utilize ixσ  for 

Tx and iyσ  for Ty.  The results of Equation (38) and 
(39) are used as input in Equation (52). The results 
of Equation (52) will be used to update the value of 
xt and yt, which are xti=NewXi and yti=NewYi. 
These values will be evaluated by using the 
following equation 
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The improvement of the gradient value can be modeled by using the following equation 
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The gradient values average along the line can be 
written by using the following equation 
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To evaluate the gradient value, we proposed to use 
the previous research (Arif Dkk., 2009c) as seen in 
the following rules 

If  1)()(xy 2
1

2
1 −−+−<∆ ++ iiii ytytxtxt  then 
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We proposed 4 algorithms to conduct the facial 
sketch detection processes, which are algorithm used 
to detect facial sketch for each feature as seen in 
Algorithm 1. Algorithm 2 is used to perform the 
facial sketch detection for all features as seen in 
algorithm 2. To improve the detection process of 
Algorithm 2, we proposed Algorithm 3 to perform it.  
In order to produce landmark locations in 
accordance with the position of features, it is 
necessary to move the landmarks based on the 
results of Algorithm 3 as seen in Algorithm 4. 

 
 
Algorithm 1  The Facial Sketch Detection for each Feature 
1. Read ‘feature’ file  
2. While |xtj-xtj+1|>xThreshold and |ytj-ytj+1|>yThreshold do step 3 
3. ∀a, a∈1..K do step 4 
4. Do Algorithm 2 
5. P1clusterpoint(a,1) p2clusterpoint(a,2) 
6. ∀i, i∈1..n do step 7 
7. ∀j, j∈p1..p2 do step 8 and 9 
8. Update the landmark variation of x using equation (24) and (36) 
9. Update the landmark variation of y using equation (25) and (37) 
10. Move the new shape using Equation (52) 
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Algorithm 2  The Facial Sketch Detection for all Features 
1. ∀Tx where Tx∈TLx..TUx. do step 2 
2. ∀Ty1 where Ty∈TLy..TUy. do step 3 
3. ∀ScallingX where ScallingX∈ ScallingXL.. ScallingXU do step 4 
4. ∀ScallingY where ScallingY∈ ScallingYL.. ScallingYU do step 5 
5. ∀ϕ where ∀ϕ∈ϕL .. ϕU do step 6 
6. P1clusterpoint(a,1) p2clusterpoint(a,2) 
7. ∀i, i∈1..n do step 8 
8. ∀j, j∈p1..p2 do step 9  
9. Determine the new landmark Using Equation (52) 
10. Evaluate the landmark value along the line using Equation (53) 

until (57)  
11. Calculate the image gradient value along line 
12. Evaluate  the image gradient value using Equation (58) until (61) 

 
 

 
Algorithm 3  Feature Detection Improvement  
1. Read the new landmark from detection results using the 1st  and 

2nd algorithm.  
2. Read ‘feature’ file 
3. While |xtj-xtj+1|>xThreshold and |ytj-ytj+1|>yThreshold do the 4th 

step 
4. ∀a, a∈1..K do the 5th step 
5. Do the 4th Algorithm 
6. P1clusterpoint(a,1) p2clusterpoint(a,2) 
7. ∀i, i∈1..n do the 8th step 
8. ∀p, p∈p1..p2 do the 8th and 9th steps 
9. Update the landmark variation value of x using Equation (24) 

and (36) 
10. Update the landmark variation value of y using Equation (25) 

and (37) 
11. Compute the new landmark using equation (52) 
12. Update the value of xti and  yti, where x1xti+Tx dan y1yti+Ty. 
13. If p<p2 do 

a. x2 xti+1 + Tx 
b. y2 yti+1 + Ty 
c. evaluate the landmark along line using Equation (53) 

until (61) 
14. If p>=p2 do 

a. x2 xti+1 + Tx 
b. y2 yti+1 + Ty 
c. evaluate the landmark along line using Equation (53) 

until (61) 
d. Update the gradient value as result from Equation 

(53) until (61) 
15. Update the new value using Equation (28) until (31) 
16. Determine the new landmark value using Equation (52) 
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Algorithma 4 The Last Movement to Detect Features 
1. ∀Tx where Tx∈TLx..TUx do the 2nd step 
2. ∀Ty where Ty∈TLy..TUy do the 3rd step 
3. ∀ScallingX  where ScallingX∈ ScallingXL.. ScallingXU do the 

4th step 
4. ∀ScallingY  where ScallingY∈ ScallingYL.. ScallingYU do the 

5th step 
5. ∀ϕ where ∀ϕ∈ϕL .. ϕU do the 6th step 
6. p1=clusterpoint(a,1) p2=clusterpoint(a,2) 
7. ∀i, i∈1..n do the 8th step 
8. ∀p, p∈p1..p2 do the 9th, 10th, 11st, 12nd, and 13rd    
9. Determine the new landmarks using Equation (52) 
10. Update the value of xti and yti, where x1xti+Tx and 

y1yti+Ty. 
11. If p<p2 do 

a. x2 xti+1 + Tx 
b. y2 yti+1 + Ty 
c. evaluate the landmark along line using Equation 

(53) until (61) 
12. If p>=p2 do 

a. x2 xti+1 + Tx 
b. y2 yti+1 + Ty 
c. evaluate the landmark along line using Equation 

(53) until (61) 
d. Update the gradient value as result from Equation 

(53) until (61) 
13. Update the new value using Equation (28) until (31) 
14. Determine the new landmark value using Equation (52) 

 
 

3. EXPERIMENTAL RESULTS AND 
ANALYSIS 
In this research, we utilized 100 face images tilted 
toward the left and 100 images tilted to the right as 
training sets. We have marked 27 important points 
as landmark, which are 4 landmarks on the eyebrow, 
5 landmarks for eye, 6 landmarks for each the noose, 
the lips and the face curvature respectively. 400 

facial sketch images have been used as testing set, 
which are 200 the halftone and 200 the hatching 
facial sketch images with tilted 200 until 900. We 
have conducted experiments in 4 scenarios. For each 
scenario have used 100 facial sketch images with 
different model and pose as seen in Table 1. 

 
Table 1.  Data Used in Experimental on Our Research 
Scenario Number of 

Facial Sketch 
Images Used 

Image Model The Image 
Pose Tilted 
toward 

1st  100 The Halftone The Right 
2nd  100 The Halftone The Left 
3rd  100 The Hatching The Right 
4th  100 The Hatching The Left 
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The testing sets and the training sets have the 
different modalities. We use photograph images as 
the training set and sketch image as the testing sets. 
Two photograph images of the different person have 
smaller distance than two images of the same 
persons, those are photograph and sketch. The 
training and the testing set samples for the halftone 
and the hatching facial sketch image can be seen in 
Figure (2). 
 

 
Fig.2. Photograph image as the training sets (1st 

row), the Halftone (2nd row) and the Hatching (3rd 
row) as the testing Sets 

 
Sample of experimental results on the 1st and the 2nd 
scenarios can be seen in Figure (3) 
 

 
Fig. 3. Experimental Results on the 1st (the 1st row) 

and the 2nd (the 2nd row) Scenarios 
 

Figure (4) shows sample of the experimental results 
on the 3rd and the 4th scenarios. 
 

 
Fig. 4. Experimental Results on the 3rd (the 1st row) 

and the 4th (the 2nd row) Scenarios 
 

The experimental results for all scenarios can be 
seen in Table 2. On the 1st and 3rd scenarios, the 
experimental results showed that the highest 
detection accuracy has occurred on the eyebrow 
feature, while on the face curvature has yielded the 
lowest detection accuracy. The error detection on the 
face curvature was the most caused by the landmark 
movement tend to follow the 2D-Gauss gradation 
results. The error of landmark detection on the face 
curvature has caused the shape change of the face 
curvature as seen in Figure (5). 

On the 2nd scenario, the experimental results 
showed that the lowest detection accuracy has 
occurred on the lips feature, while the highest 
detection accuracy has occurred on the nose feature. 
The same results also occurred on the 4th scenario, 
where the eyebrow and the nose features have been 
detected with the highest accuracy, while the 
detection results on the lips feature produce the 
lowest accuracy.  The most common error on the 2nd 
and the 4th scenarios are caused by scratches that 
were around the feature. The results of gradation 
formation using 2D-Gaussian functions also follow 
the object produced by Sketcher, so the accuracy of 
feature detection is also very dependent on the 
sketch produced by Sketcher. Scratches around the 
lips made livelier, but the results have given effect 
decreasing in detection accuracy as seen in Figure 
(6). 

 

 
Fig 5. The Detection Error on the Face Curvature 

Feature 
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Fig 6. The Detection Error on the Lips Feature 

 
Our experimental results have been compared 

with previous research, which are the Mixture 

Model, Landmark Variation Improvement method 
and Geometrical Structured Base. On the 1st and 2nd 
scenarios, the detection results of our proposed 
method is superior to the Mixture Model and 
Landmark Variation Improvement method as seen in 
Figure (6) and (7). Our proposed method is also 
superior to the Mixture Model and the Geometrical 
Structured Base method, except on the face 
curvature feature as seen Figure (9), while on the 4th 
scenario our proposed method produces detection 
accuracies higher than the Mixture Model and the 
Geometrical Structured Base, it can be described in 
Figure (10) 

Table 2. Experimental Results for all Scenarios 

Scenario  Eyebrow The Eye Nose The Lips Face Curvature Average 

1st  96.25% 96.20% 95.33% 93.17% 88.50% 93.89% 

2nd  97.50% 93.40% 99.50% 88.50% 94.00% 94.58% 

3rd  98.75% 97.40% 95.50% 95.17% 92.67% 95.90% 

4th  99.00% 94.60% 99.00% 88.50% 93.00% 94.82% 

Average 97.88% 95.40% 97.33% 91.34% 92.04% 94.80% 
 

 

 
Fig 7. The Comparison Results of Detection Accuracy between Mixture Model [12], Landmark Variation 

Improvement [21] and the 1st Scenario of Proposed Method 
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Fig 8. The Comparison Results of Detection Accuracy between Mixture Model [12], Landmark Variation 

Improvement [21] and the 2nd Scenario of Proposed Method 
 
 

 
Fig 9. The Comparison Results of Detection Accuracy between Mixture Model [12], Geometrical 

Structured Base [20] and the 3rd Scenario of Proposed Method 
 
 

 
Fig 10. The Comparison Results of Detection Accuracy between Mixture Model [12], Geometrical 

Structured Base [20] and the 4th Scenario of Proposed Method 
 
4. CONCLUSION 

Our proposed method has proved that the average 
of the detection accuracies more than 90% for all 
scenarios and features. The highest average of 
detection accuracies occurred on the eyebrow 

feature, which is 97.88%, while the lowest average 
occurred on the lips feature, which is 91.34%. It 
showed that our proposed method can be used to 
detect the facial features on the different modalities. 
The results of experimental results also show that, 
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our proposed method is superior to other methods 
such as the Mixture Model, Landmark Variation 
Improvement method and Geometrical Structured 
Base. However, our proposed also has weakness in 
feature detection. The detection results of our 
proposed method are also depended on the sketch 
results. If the results of facial sketch contains many 
scratches, then the results of gradation formation 
using 2D-Gaussian also produces many scratches. 
The more scratches produced in image, the lower 
detection accuracies yielded. For the next research, 
it is necessary to improve algorithm to remove many 
scratches on the testing sets before detection 
process. 
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