NEURAL-BAYESIAN FILTERING BASED ON MONTE CARLO RESAMPLING FOR VISUAL ROBUST TRACKING
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ABSTRACT

The visual robust tracking is an acid test for existing methods since the target with large-dynamic-change scenarios. Specifically, this paper presents neural aided Bayesian filtering scheme which is based on Monte Carlo resampling techniques associated with lower particles hypothesis to addresses the computational intensity that is intrinsic to all particle filter (PF) approaches, including those that have been modified to overcome the degeneracy of particles and improve the diversity of particle samples. Performance and tracking quality results for severe-dynamic target tracking experiments demonstrate that the Bayesian filtering deteriorated error caused by constrain the number of particles required which was compensated by a RBF neural network, with high accuracy and intensive tracking performance for unconstrained abrupt motion only require lower particles compare with SIR Bayesian filtering, meanwhile, the proposed method is also with strong robustness for different number of particles.
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1. INTRODUCTION

Visual tracking is an important research issue in computer vision and have received extensive applications. In terms of tracking algorithms, the tracking processing mostly framed as a statistics estimation problem with Bayesian framework, specially, the state-estimation-based Kalman filtering (KF) [1], and sampling-based Bayesian filtering namely particle filtering (PF) [2-5].

For the scenarios with severe-dynamic motion, the KF was widely replaced with sampling-based tracking method such as the PF, for as it is a simulation-based sequential Monte Carlo sampling (SMCS) technique which capable of estimating the evolution of nonlinear, non-Gaussian stochastic processes, in addition, PF is a multiple-hypothesis solution able to estimate arbitrary distributions through evaluation of random samples in a state space. While the traditional SMCS methods face the degeneracy of particles problem, which sometimes is very severe leads to only a few particles having significant weights to represent the corresponding probability distribution.

Many extensions to PF mainly focus on the sampling methods to overcome the degeneracy of particles problems, including in [6] the importance sampling (IS) was popular replaced by Markov chain Monte Carlo (MCMC) to sample from the posterior distribution, and the adaptive MCMC [7] have shown more superiority in increasing the mixing and acceptance rates, in [8] the authors proposed a intensively adaptive MCMC (IA-MCMC) sampler to improve the sampling efficiency, which combines a density-grid-based predictive model with the stochastic approximation Monte Carlo (SAMC) algorithm [9].

On the other hand, the artificial neural network (ANN) combined with the typical PF algorithm each other have catch much attention [10], yet there is relatively little literature available describing the ANN improve PF have obtained some significant results. In [11] during the sampling processing the particles with very big weights was split into two small ones and use the strategy of ANN to adjust positions of tail particles in order to increase their weights, this method can adjust the distribution of particles into the area with high weight of probability distribution and raising diversity of particle samples over time. In [12], the general
regression neural network (GRNN) was used to adjust the samples then achieved optimize the choice of importance density.

However, some other practical problems will unavoidable appears, i.e., the primary drawback of PF and modified PF approaches are inevitable with the high computational cost associated with simulating particle and weighing multiple hypotheses [3] [13], and difficult to guarantee its robustness to dynamic noises.

In this paper, a method with Radial basis function neural network (RBFNN) aided Bayesian filtering algorithm is proposes which aims to reduce the computational cost and improves the robustness for dynamic tracking. In view of large abrupt motion tracking issues, we introduce Resampling-based Bayesian filtering, which the sampler able to estimate arbitrary distributions through evaluation of random samples in a state space. Since a certain number of samples are still required to capture the abrupt motion due to the broadness of the whole state space, which stack in favour of computational cost, therefore we further proposed a neural-Bayesian filtering based on lower sampling hypothesis, utilizes the Monte Carlo resampling algorithm which with constraint count of particles to similar computation of the complex integration conjugate in Bayesian filtering, and the RBFNN via by compensate the Bayesian filtering error to be overcome the high computational burden caused by large number of particles problem, meanwhile the random abrupt motion cause the model unuitable which will directly decrease the tracking performance also be improved by NN. Many compare experiments demonstrated that the neural-Bayesian resampling filtering can be effective and precise tracking largely unconstrained abrupt motion target with robust for different condition with different process noises and measurement noises even using less number of sampling particles.

2. TARGET TRACKING WITH RESAMPLING-BASED BAYESIAN FILTERING

2.1 Bayesian state estimation framework

For a target tracking problem, one can consider a dynamics system described by equations, as follows

\[
\begin{align*}
\mathbf{X}_{(t)} &= f_{(t)}(\mathbf{X}_{(t-1)}, \mathbf{u}_{(t)}) \\
\mathbf{Y}_{(t)} &= g_{(t)}(\mathbf{X}_{(t)}, \mathbf{v}_{(t)})
\end{align*}
\]  

(1)

Where \( \mathbf{X}_{(t)} \in \mathbb{R}^{nx} \) is the state vector, and the vector \( \mathbf{v}_{(t)} \in \mathbb{R}^{nx} \) is an additive disturbance affecting for dynamics system, \( \mathbf{Y}_{(t)} \in \mathbb{R}^{nx} \) is the observation vector and \( \mathbf{u}_{(t)} \in \mathbb{R}^{mx} \) is a measurement noise vector.

Visual tracking technique generally was represented as a stochastic state estimation problem in Markov field, i.e., the dynamics equations (1) can be formulated by a Markov model with hidden state variables, therefore, the state-shift rule \( f_{(t-1)} \) will described by a prior probability density function (PDF) \( f_{(t-1)} \propto p(\mathbf{x}_{(t-1}/\mathbf{x}_{(t-1)}) \), and the state measurement function \( h(t) \) is described by a likelihood PDF \( g_{(t)} \propto p(\mathbf{x}_{(t)}/\mathbf{y}_{(t)}) \).

If obtained a series of independent observations information \( \mathbf{Y}_{(t)} \) up to time \( t \), which is represented by a posterior PDF \( p(\mathbf{X}_{(t)}/\mathbf{Y}_{(t)}) \), according to the Bayesian filtering framework, the accurate estimate of the posterior PDF at each time step will constitutes a complete solution for state estimation equation given by[11]

\[
\begin{align*}
P(\mathbf{X}_{(t)}/\mathbf{Y}_{(t-1)}) &= \int f_{(t)} \ P(\mathbf{X}_{(t)}/\mathbf{Y}_{(t-1)}) d\mathbf{X}_{(t-1)} \\
P(\mathbf{X}_{(t)}/\mathbf{Y}_{(t)}) &= \frac{g_{(t)}(\mathbf{Y}_{(t)}/\mathbf{X}_{(t)}) p(\mathbf{X}_{(t)}/\mathbf{Y}_{(t-1)})}{p(\mathbf{Y}_{(t)}/\mathbf{Y}_{(t-1)})}
\end{align*}
\]

(2)

Where

\[
P(\mathbf{Y}_{(t)}/\mathbf{Y}_{(t-1)}) = \int g_{(t)}(\mathbf{Y}_{(t)}/\mathbf{X}_{(t)}) p(\mathbf{X}_{(t)}/\mathbf{Y}_{(t-1)}) d\mathbf{X}_{(t)}
\]

(3)

Then the minimum-variance state estimation for dynamics system, as follows

\[
\hat{\mathbf{X}}_{(t)} = \int \mathbf{X}_{(t)} p(\mathbf{X}_{(t)}/\mathbf{Y}_{(t)}) d\mathbf{X}_{(t)}
\]

(4)

2.2. Resampling-based Bayesian filtering for posterior PDF estimation

Since the complex integration computation associate with Bayesian filtering equations(2)-(4) are none analytical solution in practice, fortunately, sampling-based technique will engenders the application of Bayesian filtering possibility, such as famous Monte Carlo sequential importance resampling (SIR) [14] that is recursively estimates posterior PDF \( p(\mathbf{X}_{(t)}/\mathbf{Y}_{(t)}) \) by selecting and simulating a statistically relevant subset of possible
system states, formally, the goal of SIR is to obtain a set of \( N \) discrete sample \( \{ \tilde{X}^i(t) \}_{i=1}^N \) and their corresponding weights \( \{ \tilde{W}^i(t) \}_{i=1}^N \) to approximate posterior PDF at time \( t \), then the integration in Bayesian filtering equation (2) can be approximated by point masses, as follows[6]

\[
p(X(t)/Y(t)) \approx \sum_{i=1}^{N} \tilde{W}^i(t) \delta(X(t) - X^i(t))
\]

The particles-weights pair can then be used to compute an estimate of the system state \( \hat{X}(t) \), given by

\[
\hat{X}(t) \approx \sum_{i=1}^{N} \tilde{W}^i(t) \tilde{X}^i(t)
\]

As shown in algorithm 1, we introduce a sequential importance resampling Bayesian filtering (SIRBF), which an implementation of the Markov china Monte Carlo resampling algorithm, the resampling-based tracking method aims to enlarge the sampling variance to cover the possible motion uncertainty will be a direct solution for the visual dynamic tracking.

Algorithm 1. SIRBF for Visual Tracking

// sampling:
For \( i=1:N \) do
Particles sampling:
\[
\tilde{X}^i(t) \sim q(\tilde{X}^i(t), \tilde{X}^i(t-1), Y(t)), \{ (\tilde{X}^i(t), \tilde{W}^i(t)) \}_{i=1}^{N}
\]
// weights updating:
For \( i=1:N \) do
Update the working weights:
\[
\tilde{W}^i(t) = \tilde{W}^i(t-1) \frac{p(y_i | \tilde{X}^i(t)) p(\tilde{X}^i(t) | \tilde{X}^i(t-1))}{q(\tilde{X}^i(t) | \tilde{X}^i(t-1), Y(t))}
\]
Normalize the weights:
\[
\tilde{W}^{i}(t) = \tilde{W}^{i}(t) / \sum_{j=1}^{N} \tilde{W}^{j}(t)
\]
// Resampling:
Let \( N_{eff} = 1 / \sum_{j=1}^{N} (\tilde{W}^{j}(t))^2 \)
For \( i=1:N \) do
If \( N_{eff} < \text{threshold} \)
Resampling particle set:
\[
\{ (\tilde{X}^{i}(t), \tilde{W}^{i}(t)) \}_{i=1}^{N} = \{ (\tilde{X}^{i}(t), 1/N) \}_{i=1}^{N}
\]
Else \( \{ (\tilde{X}^{i}(t), \tilde{W}^{i}(t)) \}_{i=1}^{N} = \{ (\tilde{X}^{i}(t), \tilde{W}^{i}(t)) \}_{i=1}^{N} \)

The SIRBF result shown in Fig.1, the possible target position will be presented by sampling particles with their corresponding weights, i.e., the success of the resampling-based Bayesian filtering highly relies on its ability to maintain a good approximation to the posterior distribution, but there exist potential primary drawback of sampling approaches for a large number of particles are required to guarantee sufficient sampling in the broad state space. Meanwhile, as shown in Fig 2, the tracking accuracy will improves with the count of particles increase.

Therefore the high computational burden caused by a large number of particles often makes the resampling-based Bayesian filtering infeasible for practical applications. In view of above problems, we proposed a method associated with neural networks to aids the resampling-based Bayesian filtering to reduce the particle count, while maintaining tracking quality and the computational demands remain lower compare with the tradition particle filtering.

\[
\text{position estimation:}
\]

Target tracking according to equation (6)
Fig. 1. Illustration Of The Possible Target Position Was Presented By Particles With Number Of 500. (a) Result Of SIR, (b) The Density Distribution Of Sampling particles Meet Normal Distribution.

Fig. 2. The Estimation Accuracy Of Possible Target Position Against To The Different Number Of Particles (From 50 To 1500) With SIR Algorithm.

3. ARTIFICIAL NEURAL NETWORK AIDED BAYESIAN FILTERING

Bayesian filtering tracking techniques involve the simulation of multiple hypotheses, real-time performance remains challenge. The existing solutions in [15] aims to lower the dimensionality of the problem; in [16] have been modified to minimize the number of particles meeting to reduce the computational cost.

Constrained the count of particles with lower hypotheses is the effective resolution for lower the computational cost for Bayesian filtering. Here we present a methodology using constrained particles-weights pair to approximate posterior PDF and the deteriorated performance causes by Minimized particles was compensated via aided by a ANN.

The posterior PDF $p^*\{X_{0t}|Y_{t+i}\}$ of the target position should be given by

$$p^*\{X_{0t}|Y_{t+i}\} = \hat{p}\{X_{0t}|Y_{t+i}\} + \Delta p^*\{X_{0t}|Y_{t+i}\}$$

Where the errors $\Delta p^*\{X_{0t}|Y_{t+i}\}$ and $\Delta p^*\{X_{0t}|Y_{t+i}\}$ are refer to deteriorated error causes by Minimized particles and approximated noises’ statistics, respectively.

In this paper a method to compensate for those errors is proposed to improve the estimation accuracy of the Bayesian filtering with lower particles by incorporating the neural network into the state estimation stage. The structure of the neural-Bayesian filtering based on SIR appears in Fig. 3. To simplify notations, we named this tracker as neural-Bayesian resampling filtering (NBRF).

The neural network we chosen with one hidden layer which is the most widely spread architecture type, and the activation function of the hidden nodes is chosen to be a radial basis function, the output of each hidden neuron with Gaussian basis function is defined as

$$G_{i1}(x) = \exp\left(-\left|W^i - g_i\right|^2 \cdot b_i^2\right)$$

$$\left|W^i - g_i\right|^2 = \left[\left(W^i - G^T\right)\left(W^i - G^T\right)^T\right]^{1/2}$$

$$= \left(\sum_{j=1}^{m} (w_{ij} - g_{ij})^2\right)^{1/2}$$

Where $G \in R^{m \times n}$ is the input samples set and $W^i \in R^{n \times m}$ is the neuron weight, $b_i^2$ is the threshold of $i$th neuron in the hidden layer? The output of the network is the linear sum of the outputs of the hidden neurons. So, the compensation for the errors for target position estimation is approximated as

$$\Delta\hat{p}_{(0)} = \sum_{j=1}^{m} w_{ij}^2 n_j^2 + b_i^2$$

Where $w_{ij}^2$ and $b_i^2$ are the weights and threshold of output layer, respectively.
The learning algorithm will be applied to determine the structure of neural network, and the learn goal is to obtain the convergence of the thresholds $b$ and the connection weight $W$ of the input vector to hidden layer and the hidden layer to output layer and for each layer. We are choose a radial basis function neural network (RBFNN) whose training is a partial approximate process, and less time is cost during its training procedure in comparison of the BP network. The learning law of the network is given by

$$w_g^j(k) = w_g^j(k-1) - \alpha \frac{\partial E}{\partial w_g^j(k-1)}$$  \hspace{1cm} (11)$$

$$E = \frac{1}{2} \sum_{n=1}^{N} \sum_{m=1}^{M} (y_{nm} - O_{nm})^2$$  \hspace{1cm} (12)$$

Where $y_{nm}$ is the output of the $m^{th}$ neurons of output layer with $n^{th}$ input sample, $O_{nm}$ is the desired output of output layer, $\alpha$ is the learning rate, and the root mean square error (RMSE) is choose as iterative termination conditions, given by

$$RMSE = \left( \sum_{n=1}^{N} \sum_{m=1}^{M} (O_m - y_a)^2 / QN \right)^{1/2}$$  \hspace{1cm} (13)$$

The neural network learning processing was given as following:

Step1). Initialized the thresholds and weights.

Step2). calculate the output and the root mean square error according to equation (12), (13), respectively.

Step3). if $RMSE \leq \zeta$, go to step 5), else next step.

Step4). adjust the thresholds and weights according to equation (11), go to step 2).

Step5). Saving the thresholds and weights in an array iterative end.

4. EXPERIMENT RESULTS AND DISCUSSION

To test the empirical performance of our tracking approach, we collected several motion sequences that involve severe dynamic in various scenarios, which including sudden dynamic changes, and the changes with downsampling videos. All the experiments we implemented to compare the tracking performance of our tracker, i.e., NBRF with SIRBF are with different count of particles. For the sake of fair comparison, the important function we choose is the same Gaussian kernels $N[R_c(Y_{(0)} - X_{(0)})^2]$.

To qualitatively evaluate the tracking performance of NBRF, here we are shown our experiments are a bounced table ball that back and force struck the floor with sudden dynamic changes. The unexpected motion dynamic makes the tracking task rather hard by an accurate motion model. Our experiments to illustrate the proposed NBRF approach can effectively deal with this difficulty only using lower particles which aided by RBFNN.

Sample frames are shown in Fig.4, with 100 particles, our method NBRF (Fig.4 (c)) successfully tracked the bouncing pingpong throughout the sequence. Note that even with 1000 samples, SIRBF (Fig. 4(b)) poorly performs, experiencing a significant drift of the target object. Moreover, SIRBF (Fig. 4(a)) failed to track the table ball in most frames using the number of samples lower 150 due to the large motion uncertainty.

We then perform a quantitative comparison of tracking accuracy between SIRBF and NBRF with different particles to further verify that the use of proposal in FBFNN does help on a similarly test video. The comparison is based on the position error in pixels, as follows

$$e_i = \left\| (x_{i_p}^t, y_{i_p}^t) - (x_{i_g}^t, y_{i_g}^t) \right\|, \quad i = 1, 2, 3...$$  \hspace{1cm} (14)$$

Where $(x_{i_p}^t, y_{i_p}^t)$ is the estimation value of target position by SIRBF or NBRF, $(x_{i_g}^t, y_{i_g}^t)$ is the ground-truth position. The frame-by-frame comparison of the position error in pixels for those two trackers is shown in Fig.5. It can be seen that compared with the SIRBF tracking result, our method NBRF is more closer to the ground-truth position, it means that with the aid of RBFNN the performance of NBRF is better than the stand-alone SIRBF. The experiments shown the neural network we chose to compensate for the error of SIRBF, although even with lower particles, the NBRF always work well. This means the RBFNN have improved the robustness of SIRBF for severe dynamic changes.

Another experiment is to qualitatively evaluate the tracking performance of the NBRF and SIRBF on a synthetic sequence that involves the severe abrupt motion of the object caused by frames inconsecutive and low-frame-rate video. In this experiment, the same 100 samples are used for
NBRF and SIRBF. Sample frames are illustrated in Fig.6. It is observed that our approach can effectively track the object throughout the sequence even the ball bounced back with sudden dynamic changes.

On the other hand, SIRBF frequently lose the track and poorly perform on this sequence due to the large motion uncertainty. It means that the performance of the NBRF is better than the SIRBF, and it also illustrate the neural network plays an important role in error compensation to improve the SIRBF tracking ability, experiments proved that our proposed NBRF with intensive tracking performance for largely unconstrained abrupt motion even with less number of particles.

Fig. 4. Tracking Performances Of The two Trackers On Dynamic Changes Video (Green Target Position, Red Tracking Result), (a) SIRBF With 150 Particles, (b) SIRBF With 1000 Particles, (c) NBRF With 150 Particles.

For the sake of test our proposed tracker’s robustness for different number of particle, many other tracking experiments with the video same as in Fig.6, the successful tracking rate with two tracker compare in Table 1, which demonstrated that the tracking performance of SIRBF is sensitive to the number of particles, it is worth noting that if particles less 50 the SIRBF will lost the tracking ability, and with more than 1000 particles the successful tracking rate will towards stability 83%. While the NBRF only with lower 100 particles performed good tracking which the same as SIRBF with 1000 particles. SO, we can kindly gets conclusion that our method is a robust tracker no matter with lower particles could be intensive tracking the unconstraint motion.

Table 1. The Successful Tracking Rate (%100%) Of SIRBF And NBRF With The Different Particles On Sudden Dynamic Changes With Low-Frame-Rate Video

<table>
<thead>
<tr>
<th>Method</th>
<th>The number of particles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>SIRBF</td>
<td>0.41</td>
</tr>
<tr>
<td>NBRF</td>
<td>0.87</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this paper, a method RBFNN aided sequential importance resampling Bayesian filtering (SIRBF) has presented to improve the performance for robust dynamic tracking with lower particles hypothesis. In the proposed neural-Bayesian framework, a novel method with neural network (NN) merge together with resampling-based Bayesian filtering, and the NN has useful to improve the tracking precise even with less particles. Many compare experiments illustrate that the neural-Bayesian resampling filtering (NBRF) with robust tracking performance for largely unconstrained abrupt motion only require lower number of particles compare with SIRBF, on the other hand, our method also with strong adaptive for different number of particle and dynamic noises.
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