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ABSTRACT 
 

Combining the advantages of genetic algorithm (GA) and projection pursuit regression (PPR), this article 
firstly uses improved Hermit polynomial as the ridge function of projection pursuit regression model. And 
then adopted the real-coded genetic algorithm to optimize the projection direction, a forecasting model for 
peak flow of short flood forecasting is presented. Applied the presented model to forecasting the flood of 
the Wujiang River at Wulong station, and compared with the BP neural network method. Computing results 
show that, the presented model has a strong advantage of dimensionality reduction adaptability than BP 
network in dealing with the poor fitting data of one dimension space, the forecasting accuracy is improved, 
and can be applied in hydrological simulation and forecasting. 
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1. INTRODUCTION  
 

Disaster of flood has a huge impact on the safety 
of people's lives and property, reasonable prediction 
of flood significant help in the formulation of 
disaster prevention and mitigation measures for 
flood [1]. Because the flood forecasting is a 
complicate problem, the prediction precision is very 
important [2]. In recent years, with the rapid 
development of science and technology and the 
arrival of information age, artificial intelligence 
model has been widely applied in various fields, 
and has achieved good results for several areas, 
especially in the flood forecasting problem [3].  

There are lots of forecasting models for river 
flood, in these models, the projection pursuit 
regression model is widely used [4]-[6]. It has some 
advantages in flood forecasting [7]. Some 
researchers applied projection pursuit regression 
model in flood forecasting and achieved good 
results in Zipingpu reach, and then present a new 
method of parameters projection regression [8]. 
Artificial neural network (ANN) has obvious 
advantages in simulation and prediction of the 
nonlinear system, especially BP (Back Propagation) 
neural network had aroused much attention of 
researchers [9]-[11]. This paper applied projection 
pursuit regression in Wujiang River and combined 
with its river features, uses Hermit polynomial as 

the ridge function of projection pursuit regression 
model, and adopt real-coded genetic algorithm to 
optimize the projection direction [12], and 
compares the result with more mature BP neural 
network on condition of MATLAB in discussion of 
result reasonability, and demonstrates that 
dimensionality reduction advantage of projection 
pursuit regression can better excavate data sample 
in dealing data and is more adaptable in fitting poor 
data and more reasonable in forecasting results. 

2. PROJECTION PURSUIT REGRESSION 
MODEL 

 
2.1. Theory And Algorithms 

Select P projection directions, and seek 
projection pursuit model between each projection 
direction and variable y which can be expressed as:  
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 is projection amount 

of the k th projection direction of observation vector 
(x1, x2, …, xm); fk is projection function of the k th 
projection direction, which is usually called ridge 
function, and reflects relationship between the k th 
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projection amount or characteristics and the 
dependent variable y; βk is weight that the k th ridge 
function fk shares in relationship between the y and 
the factor (x1, x2, …, xm). 

According to principles of projection pursuit, 
seeking method of p best projection directions, p 
ridge functions and p weight coefficients 
constitutes the PP regression algorithm. The 
algorithm is as follows: 

(1) Set n group observation data yi (xi1, xi2, …, 
xim); Choose an initial projection direction a1 = (a11, 
a12, ..., a1m) ,  project the observation vector group 
in the direction a1, and get n one-dimensional 
projection data in the direction a1, which is  
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1f of the minimum objective function by 

optimization algorithm. 

(3) Change the projection direction, repeat (1) 
and (2), until you find the best projection direction 
a1 and the best ridge functions, and test whether 
model accuracy meets the requirements, if model 
accuracy meets the requirements and calculation 
terminates; otherwise, add the second projection 
direction a2, and start the next step calculation. 

(4) Calculate residual sequence: 
},,2,1|{ )1()1( niyy i ⋅⋅⋅== , where )1(y  is 

optimization residual variables of the first step, and 
)1(y (i=1,2,…,n) is the corresponding residual 

observations.  
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(5) Use y1 to instead of y, and establish 
relationships between y and the factor observation 
data 
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Repeat Eqs. (1)-(4) until you find the second best 
projection direction a2 and the best ridge function. 

(6) Use the least square method to calculate 

weight by εβ += ∑∑
==
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After optimizing 1β  and 
2

β , also need to check 
whether model accuracy meets the requirements, if 
model accuracy meets the requirements and 
calculation terminates; Otherwise, add the third 
projection direction, and start the next step 
calculation. 

(7) Suppose to have optimized the best projection 
direction of the first λ , if need to increase the 
projection direction, then calculate residual 
sequence of the next step, }{ )()( λλ

iyy = (i＝1, 2, …, 

n). Use )(λy  to instead of y and find the best 
direction and best ridge function of the first λ+1 by 
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(8) When the above steps optimize P the best 
projection directions, the best ridge functions and 
the weight coefficient, if the model accuracy meets 
the requirements, and terminate the calculation. 

Above principle and algorithm of projection 
pursuit regression model determine a steady 
projection pursuit regression model which should 
have two basic requirements, namely, efficient 
optimization algorithms and appropriate ridge 
functions [6]. 

2.2. Ridge Function Selection 
At present, there are many types of ridge 

functions to select. This article selects polynomial 
which has a composition of Hermite function to 
approximate non-linear ridge functions, whose 
mathematical expression of R order Hermite 
function is: 
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where y is order of Hermite function; ω  is one 
dimensional variable; PP regression model 
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R order Hermite polynomial can be expressed as: 
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where yc  is polynomial coefficient, use R order 
Hermite polynomials to approximate the first k 
ridge, and get  
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2.3. Real-Coded Genetic Algorithm 

This article uses real-coded genetic algorithm [7] 
and its implementation process is as follows: 

(1) Coded. Encode a real number x into a real in 
[0, 1], u is a real number in [0, 1]. 

(2) The parent group initialization. Set that 
population size is np , generate np random 
numbers },2,1|{ npiui ⋅⋅⋅=  in [0, 1], substitute each 
random number iu  into )( abuax −+=  to get np  

original variables values },2,1|{ )( npix i ⋅⋅⋅= , record 

whose corresponding value iu into )(iy , and put 
them as initial parent groups. 

(3) Fitness evaluation of parent individual. First, 
calculate the fitness value of each individual, 
second, calculate the selection probability: 
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(4) Selection of parent individual. Let: 
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Its sequence },2,1|{ npipi ⋅⋅⋅=  divides [0, 1] into 
np subintervals, these intervals correspond np  

parent individuals ),,2,1(;)( npiy i ⋅⋅⋅= , and generate 
np －5 random numbers }5,2,1|{ −⋅⋅⋅= npkuk  in [0, 
1]. If ku  locates in ],[ 1 ii pp − ( ],[ 1 iik ppu −∈ ), the 
first k individual is selected, and select np －5 
individuals in all. Meanwhile, select five numbers 
of the largest probability to directly join into 

selected individual set, which is so called 
immigration operation, namely, excellent 
individuals immigrate into new groups directly, and 
new parent groups are called contemporary parent 
groups. 

(5) Hybrid of parent group. Gene is each real 
number corresponding to the binary bits for binary 
encoding, individual is directly seen as single gene 
individual for decimal encoding, whose hybrid 
operation follow the following methods: 

Randomly pair np  contemporary parent groups 

of the choice, denote ),( )()( 21 ii yy , generate three 
uniform random numbers in [0, 1], and generate 
two offspring individuals by random linear 
combination as follows: 
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(6) Offspring individual mutation. Hybrid 
operation produces offspring which mutates on the 
mutation probability. Let mutation probability is 

)(1 )(k
k xppm −= , and generate np  random 

numbers }5,2,1|{ −⋅⋅⋅= npkuk  in [0, 1]; mutation 
operation according to the following formula: 
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Thus, mutation probability of offspring 
individual resulting from hybrid is the smaller, 
whose mutation possibility is the smaller. Because 
selection probability )( )(k

k xp  of good parent 
individual is large, whose mutation probability of 
corresponding offspring is small, therefore, good 
parent individual genes are retained. 

(7) Get 3np offspring individuals by evolution 
iteration from step three to step six, rank them 
according to their fitness values in descending order, 
and take get np  offspring individuals in the front as 
new parent groups. Algorithm turns to step three, 
start the next round evolution, and repeat evolution 
iteration until the iteration meets the accuracy or 
preset iteration steps [8]. 

3. BP NEURAL NETWORK BASED ON 
MATLAB 

 
MATLAB is commercial mathematical software 

developed by Mathworks Company of USA, which 
is applied for algorithm development, data 
visualization, data analysis, high-level technical 
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computing language of numerical calculation and 
interactive environment. It is widely used and much 
loved software environment, whose basic data 
element is matrix, provides a variety of matrix 
operations and operating, and has strong graphics 
capabilities.  

Neural network toolbox is one of the toolbox, 
developed under the MATLAB environment. It is 
based on artificial neural network theory and uses 
MATLAB language to construct typical activation 
function of neural network, so that output 
calculation of the selected network changes into 

activation function call. In addition, using 
MATLAB, according to various rules of typical 
amendment network weight and the network 
training process, compile a variety of network 
weight training subprogram, which can be called 
directly and increase computing efficiency and 
quality [6]. 

4. THE EXAMPLE ANALYSIS 
 
4.1. Overview Of The Study Watershed 
 

 

 
Figure 1: Schematic Of The Study River Section 

 
Wujiang River watershed system is distributed in 

feather, whose river network density is large and 
has the 58 first level tributaries. Among them, the 
watershed area more than 300 km2 has 42 
tributaries; more than 1000 km2 has 16 tributaries. 
This article combines characteristics and law of 
floods propagation of Wujiang River (Figure 1), 
and respectively establishes projection pursuit 
regression model and BP network model, and does 
the flood forecasting simulation of Wulong station. 

4.2. Projection Pursuit Regression  
According to the characteristics of Wujiang 

River, with τ as predictable period, because runoff 
of Baojialou tributary has a great impact on the 
flow of Wulong station, therefore, after 
comprehensive analysis of flood peak propagation 
time of each station, put Baojialou, Gongtan, 
Wulong stations as affecting forecast factors, and 
foresee period is scheduled to 6h. 

To simulate each stations of Wujiang River from 
August 1, 2008 to September 30, 2008, and 
forecasting results are shown in Figure 2.  

As shown in Figure 2, total number of model 
samples is 488, qualified samples is 431, qualified 
rate is 88.31%, relative error is 11.69%, and 
forecast accuracy is class A according to L250-
2000 "hydrological information forecasting 
standards". 

4.3. BP Neural Network 
According to the actual characteristics of 

Wujiang River, also considering Baojialou, 
Gongtan, and Wulong stations as basic input of 
network training, namely, the flow of export cross 
section of each stations from time to t-n, establish 
three-layer BP neural network. Using MATLAB 
neural network toolbox to forecast flow data from 
August 1, 2008 to September 30, 2008, and 
calculation results is shown in Figure 3. 
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Figure 2: Simulation Figure Of Projection Pursuit Model Of Wulong Station  

 

 
Figure 3: Simulation Figure Of BP Neural Network Model 

 
We can see from figure 3: total number of model 

samples is 488, qualified samples is 391, qualified 
rate is 80.12%, relative error is 19.88%, and 
forecast accuracy is class according to L250-2000 
"hydrological information forecasting standards". 

 

4.4. Comparison of forecast results 
Comparison of forecast results and accuracy of 

simulating flood peak based on two kinds of 
intelligent models, projection pursuit regression of 
genetic algorithm (GA-PPR) and BP neural 
network of MATLAB (BP-ANN), as shown in 
Table1 and Table2. 

Table 1: Comparison Of Forecast Results And Accuracy Of Two Kinds Of Intelligent Models 

Time 
Measured 

peak 
(m3/s) 

PPR 
Fitting peak 

(m3/s) 

Relative 
error 
(%) 

Peak 
current 
error 
(h) 

BP 
Fitting peak 

(m3/s) 

Relative 
error 
(%) 

Peak 
current 
error 
(h) 

2009/8/14 2:00 2246 2133 5.0% 0 2197 2.2% 0 
2009/8/14 23:00 2519 2316 8.0% 1 2408 4.4% 0 
2009/9/21 23:00 2639 2735 3.6% 0 2691 1.9% 0 
2009/9/22 2:00 2699 2786 3.2% 0 2698 0% 0 
2009/9/22 5:00 2512 2431 3.2% 0 2389 4.9% 0 
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Table 2: Comparison Of Forecast Results And Accuracy Of Two Kinds Of Intelligent Models 

Total number of 
samples 

PPR Qualified 
samples 

PPR Qualified 
rate 
(%) 

PPR 
Relative 

error 
(%) 

BP Qualified 
samples 

BP 
Qualified 

rate 
(%) 

BP 
Relative 

error 
(%) 

488 431 88.31% 11.69% 391 80.12% 19.88% 
 

As shown in Table 1 and Table 2, two kinds of 
models, GA-PPR and BP-ANN, both of them can 
better reflect the degree of peak simulation and 
meet accuracy requirement of L250-2000 
"hydrological information forecasting standards". 
Although accuracy of flood peak simulation based 
on projection pursuit model is slightly lower than 
accuracy based on BP network model, they are all 
within random permission errors. 

5. CONCLUSIONS 
 

Calculation and analysis by example suggest that 
two kinds of models, GA-PPR and BP-ANN, better 
meet forecast requirements for non-linear 
regression, but projection pursuit regression model 
having a strong advantage of dimensionality 
reduction can project input variables in one 
dimension space and effectively reflect excavation 
of sample information; Meanwhile, the number of 
ridge function of projection pursuit model is easily 
identifiable than hidden layers and nodes of BP 
network in difficult aspects of the model constitute, 
therefore, in terms of relative average error and 
efficiency, we can get even better forecast accuracy. 
Overall, the projection pursuit regression model has 
better adaptability than BP network in dealing with 
poor fitting data of one dimension space. 

In addition, flood is random, uncertainties and 
complex, which makes data sample be poor 
representative in the part in the forecast process, 
often results in low accuracy of rate model and 
error too large of forecast result in simulating and 
fitting data, and this is also common defects of 
black box model. 
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