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ABSTRACT 

 
A reduce algorithm based on the neighborhood granulation and niche Particle Swarm Optimization (PSO) 
algorithm is proposed for the reduction of the real decision system with numerical attributes. In this 
scheme, a rough model is used based on the neighborhood equivalence. The indiscernibility relation is 
measured by the neighborhood relation, and the universe spaces are approximated by the neighborhood 
information granules. The use of the niche technology can avoid the preconvergence of the PSO. The select 
of fitness function and the adaptive across probability are designed, and the reduction algorithm is 
presented as well. Furthermore, the dependency function is used to evaluate the significance of the 
numerical attributes. Experimental results demonstrate the validity and feasibility of the proposed 
algorithm, in application to a classical data set and four University of California at Irvine (UCI) machine 
learning databases. 
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1. INTRODUCTION  
 

Rough set is proposed by Pawlak [1] in 1982. 
Pawlak rough set indiscernibility relation is based 
on the strict equivalence relations and equivalence 
classes, which only suited to deal with the symbolic 
variable. When deal with hybrid data including 
numerical attributes, commonly discrete the 
numerical attributes into symbolic attributes. The 
conversion will inevitably cause loss of information 
[2], and calculate results dependent on the effect of 
the discrete. In order to solve this problem many 
models be proposed including the fuzzy rough set 
model [3], similar relationship rough set model [4] 
and neighborhood relationship model [5]. The 
neighborhood rough set model granulate the 
universe by neighborhood relationship, which is 
intuitive, easy to understand, and can deal with the 
numeric attributes directly without discretization. 
Comparing with classical Pawlak rough set, 
neighborhood rough set model can analysis the 
numerical data directly without discretization, and 
also better than fuzzy information entropy method 
and similar relationship rough set, which expand 
the application scope of the classical rough set 
theory. 

Knowledge reduction has proven to be NP-hard 
problem [6]. The existing reduction algorithm is the 
minimum reduction, which starting from the rough 
set of nuclear, and constructed reduction using the 
heuristic search. It is not applicable to all of the 
knowledge representation system [7]. The greedy 
reduction algorithm proposed in [5] in most cases is 
not the minimum reduction. In order to reliably 
solve global optimization problems, people analog 
the natural phenomenon, and developed a series of 
biomimetic intelligent optimization algorithms such 
as simulated annealing, genetic algorithm [8], 
particle swarm optimization [9], and so on. But the 
reduction of the genetic algorithm in [8] has slow 
rate of convergence, and easily fall into local 
optimum. PSO proposed in [9] introduces mutation 
simulated genetic algorithm and formally 
strengthen the diversity of the particles but upset 
the balance of the initial population distribution on 
the feasible region, which eventually led to the 
convergence of a single model. The niching PSO 
reduction algorithm based on neighborhood 
granulation is proposed in this paper. The 
introduction of niche technology can solve the 
premature convergence problem of PSO, and avoid 
the sensitivity and single convergence of 
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algorithm's parameters on. The simulation results 
show that the algorithm better than the literature 
[3,8-11] on the overall performance. 

2. THE ROUGH SETS MODEL OF 
NEIGHBORHOOD GRANULATION  
 

Rough sets is based on equivalence and division. 
The discourse is divided into several disjoint subset. 
It causes some samples have the same characteristic 
but the different decision. And it is difficult to get 
exactly the same value of the sample to the 
classification described by numerical value. The 
neighborhood rough sets using neighborhood 
relation to substitute the equivalence, and it can 
make the samples which have the similar value 
have the same decisions. 

Definition 1. Let , ,NDT U A D=< > be a given 
neighborhood decision table. The dependence of 
the decision attributes D to the condition attributes 
B is ( ) ( ) / ( )BB D Card N D Card Uγ = , and it can be 
marked as B Dγ⇒ . 

In neighborhood decision system 
, ,NDT U A D=< > , let a B A∈ ⊆ , if 

( ) ( )B B aD Dγ γ −> , we define a is the necessary 
attribute in the B which relative to the classification 
decision D, else a is the unnecessary attribute. If 

a B∀ ∈  are necessary attributes, then B is 
independent. 

Definition.2 Let , ,NDT U A D=< >  be a given 
neighborhood decision table and B A⊆ , B is a 
reduction of A, if B satisfy the condition sufficient 
condition ( ) ( )B AD Dγ γ=  and necessary condition 

a B∀ ∈ , ( ) ( )B a BD Dγ γ− < . 
The first condition can ensure the positive 

region of B equal he positive region of A, so B can 
keep sufficient system information. The second 
condition can ensure every attribute is Necessary 
and there’s no free attribute in B.  
3. THE NICHE PARTICLE SWARM 
OPTIMIZATION REDUCE ALGORITHM  
 

The particle swarm algorithm is proposed and 
improved by Kennedy and Eberhart [12] based on 
swarm intelligence. In order to improve the global 
search performance of PSO and to improve the 
effectiveness of search and optimization efficiency, 
niche technology is introduced into the PSO to form 

a niche PSO algorithm. The most basic ideas of the 
niche PSO algorithm is between the different 
species in isolated geographic niche in the 
separation of biology that is not competition, and so 
the exchange of information and independent 
evolution of the concept of transplantation to the 
PSO in order to maintain the diversity of the PSO 
algorithm in the iterative process. 
3.1 Binary coding of particle swarm  

PSO can not deal with data directly, must be 
coded into the particle string structure data in the 
search space. Fixed length string of binary symbols 
are used to represent the particle groups of 
individuals. Randomly generated the m length n 
binary symbol string xid composed by{0,1} binary 
set. xid Is initial position for particle swarm. 
Randomly generated vid as the initial speed.  

The binary string corresponding to a conditional 
attribute. If a certain value is 1, then select its 
corresponding condition attribute, else a value is 0, 
means they did not select its corresponding 
conditional attribute. Each microparticle location of 
the individual corresponds to the conditional 
attribute space in a subset of attributes, the 
attributes selected as a possible solution. In order to 
ensure convergence of the algorithm, to accelerate 
the search speed, and nuclear properties 
corresponding bit is always 1, and other random 
value. 
3.2 Selection of fitness function 

The fitness function is the only certainty 
indicators to evaluate the adaptability of the particle 
position, so the form of the fitness function directly 
determines the evolutionary behavior of the group. 
According to the actual requirements of the 
knowledge reduction problem, we define the fitness 
function as follows [10]: 

 0( ( ))

( ) 1( ) * *
1

* ( )* ( )

x D

n card xF x
n e

f x P x

α γ γ
β

β

−

−
=

+
=

 

f(x) is objective function; card(x)is the number 
of 1 in the particles position, that the particles 
contained condition attributes number ; n is the 
length of the particle position, that the number of 
condition attributes; β  is penalty factor; P(x) is 
penalty function; ( )x Dγ  is the dependence of the 
condition attributes to decision attributes D; 0γ  is 
preset threshold. Three-part structure of the fitness 
function, we can keep the decision attribute on the 
overall condition of property dependence on the 
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same case, and get the best search performance in 
knowledge reduction. 
3.3 Speed and position updates 

Calculate the new velocity and position of 
particle. To each generation, the d-dimensional 
changes according to the following equation: 

 
1

2

()( )
()( )

id id id id

gd id

v v c rand p x
c Rand p x
ω= + −
+ −

，

1 ( )
0 ( )

id id
id

id id
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x

sig v
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ρ

<
=  ≥

 

ω  is weighting function; 1c  and 2c  are 
acceleration constant; rand( )and Rand( ) are 
random numbers changes in the range of [0,1]; idp  
is the best position(fitness maximum) of particle i; 

gdp  is the best location for groups of all particles; 
each component of idρ  are random numbers in 
[0,1] range values; sig( ) is sigmoid function. 

The first part of formula is the speed of the 
previous generation in the particle. The particle 
speed is limited to the maximum speed maxv . the 
second part of cognition means the the thinking of 
particulate. The third part is the social part, which 
means information sharing and mutual cooperation 
between the particles. 
3.4 Crossover operator 

Randomly select * cm P  pairs particles 
according to the pre-set probability Pc. Cross each 
position of each pairs of particles on the same 
probability. Let the position of particles after cross 
is 1 11 12 1' ' ' 'nx a a a=   and 

2 21 22 2' ' ' 'nx a a a=  , the operation is described 
as follows: 
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To calculate the new generated particle fitness 
value, if one or two fitness value better than the 
corresponding particles before cross, then accept 
them as a new particle. Otherwise, return to the 
cross before the state. If the fitness of the new 

particles is increased, then the best position to 
update the individual best position and groups. 

From the groups evolutionary process, the 
crossover probability should be decreased gradually 
with the evolutionary process, and ultimately tends 
to a stable value, so as not to impact on the stability 
of the algorithm. The crossover probability formula 
as follows: 

*

1
1

c G
P

eξ
ψ= +

+
 

G is evolution algebra; ξ ψ、 are constant. 
3.5 Niche optimization 

Niche technology is to maintain the diversity of 
the population, to find multiple optimal solutions, 
in accordance with the population range R of niche 
radius R divided particles, each niche population 
independent search for the optimal solution, the 
global optimal solution in the best of all populations 
generated in the solution. The independent 
evolution of the various groups to avoid all particles 
as a population into a local optimum. The basic idea 
of niche optimization are as follows: 

(1) If the particle velocity increment is too 
small, then generated random number vid in range 
[0,1] as the speed of the particles, forcing the 
particle movement and prevent fall into local 
minima. 

(2) If the two particles in close proximity, the 
poor particles will be restarted , which can ensure 
the same position has only one fine individual and 
limiting the distance between the particles to spread 
the particles over the entire search space. 

(3) The poor particle will be restarted in the 
whole particle swarm and giving up the search in 
this part space to speed up the search. 
4. REDUCTION ALGORITHM 
 

Create a particle swarm X, randomly generated 
m particles, and initialize the position and velocity 
of the particle swarm. To the nuclear properties, the 
corresponding particles take 1, other bits are 0 or 1, 
which can speed up the convergence of the 
algorithm. Detail description shown in Algorithm 1. 
Algorithm 1:Niche PSO Reduction Algorithm 
Based on Neighborhood Granulation  
Input: , ,NDT U A D=< > and the initial 

population X; Output: idp , gdp  

1： ,id gdp p∅→ , For each ix X∈  
2： Calculating idv , calculating idx   
3： If the velocity increment is too small, then 

restart and go to step 2  
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4： Calculating particle fitness  
5： If particles euclidean distance less than the 

given value, then restart and go to step 2 
6： End for 
7： Search idp , gdp , calculating 

1
1

c G
P

eα
β= +

+
,cross, calculating particle 

fitness 
8： If ( )F x  increase, search idp , gdp ; Else back 

to the state before the cross 
9： IF fitness not improve continuous or get max 

flying algebra, the stop and output idp , gdp  
10： Else go to step 2 
5. EXPERIMENTS 
 

The data in [13] is used for experiment to verify 
the validity of the algorithm. Niching PSO 
reduction algorithm based on neighborhood 
granulation can obtain the optimal reduction 
without discretization and previous knowledge. 
Tab. 1 shows the results of proposed niching PSO 
reduction algorithm to calculate he minimum 
reduction. The calculate parameter values shows as 
follows:m=30, 15α = , 2β = , 0 0.9γ = , 

0.02ξ = , 0.4ψ =  and 0.15δ = . The results 
show the best position of each generation, the best 
position fitness, flight algebra and time-consuming. 
In this case, the 4th generation groups get the best 
position and for more than ten generations does not 
change, and obtain the minimum reduction 
{C2,C4,C7}, nuclear properties is C7. Relative to 
[11], the proposed algorithm do not need preprocess 
of the data and directly calculate the minimum 
reduction.  

The classical data in [10] are used for 
experiment, obtained two sets of minimum relative 
reduction {a1, a4, a5, a9} and {a4, a5,, a6, a9}, 
which better than the genetic algorithm in [10] 
which only obtained reduction {a1, a4, a5, a9}. The 
used of adaptive crossover probability take the 
better convergence. 

 

Tab.1 Resuls of PSO reduction algorithm 

Groups optimal 
position 

Fitness 
Flying 
algebra 

Time(s) 

1101001 0.7007 1 0.024964 
1101001 0.7008 2 0.048611 
1101001 0.7008 3 0.072955 
0101001 0.9344 4 0.097694 
0101001 0.9344 5 0.122093 
0101001 0.9344 6 0.146928 
0101001 0.9344 7 0.171351 
0101001 0.9344 8 0.195159 
0101001 0.9344 9 0.219076 
0101001 0.9344 10 0.242609 

Further test the effectiveness of the reduction 
algorithm, the database of UCI is used including the 
"Heart1", "Thyroid", "Vote" and "Wdbc". Support 
vector machine (SVM) classifier used as evaluation 
function. The data sample is divided into training 
and test set. The raw data and reduction data are 
used to train the classifier. The prediction accuracy 
is used to evaluate the reduction quality. PSO 
algorithm is still using the previous parameters in 
experiment. The SVM of "Vote" used linear kernel 
function, and other used spline function. The 
experimental results shown in Table 2.  

Tab.2 Result of reduction 

Data Sampl
es 

Attri
butes 

Prediction 
accuracy 

(raw) 

Prediction 
accuracy ( 
reduction) 

Heart1 270 13 74.01 81.41 
Thyroid 9172 29 63.68 67.77 

Vote 435 16 95.33 93.63 
Wdbc 569 31 91.97 90.31 

After reduction the prediction accuracy of 
"Vote" and "Wdbc" declined compared to the raw 
data prediction. It is due to the result is not optimal 
for the limit by flying algebra in complex 
conditions. In addition data noise can also cause a 
decline in prediction accuracy. The prediction 
accuracy is improved because the raw data 
redundancy attributes affect decision-making. 
Reduction can reduce the impact on the decision-
making to improve the prediction accuracy. 
Experimental results show that the reduction 
algorithm used in this paper is effective to reduce 
the number of attributes, and basically does not 
change the prediction accuracy, effectively reduce 
the redundant data of the database to achieve the 
purpose of reduction. 
6. CONCLUSIONS 

http://www.jatit.org/


Journal of Theoretical and Applied Information Technology 
 10th April 2013. Vol. 50 No.1 

© 2005 - 2013 JATIT & LLS. All rights reserved.  
 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 
11 
 

 
Based on the neighborhood relations the universe 

space is granulated, and the application range of 
classical rough set is extended. An niche particle 
swarm optimization reduction algorithm is 
proposed for numerical attributes. PSO has the 
characteristics of global optimization and can solve 
the difficult problems of the existing algorithms. 
Experimental analysis shows that this algorithm is 
an effective method for solving mixed data 
knowledge reduction. But PSO is time-consuming 
when dealing with huge amounts of data, so the 
rapid reduction algorithm is the future research 
directions. In addition, the choice of the 
neighborhood operator and the impact on system 
performance requires further in-depth discussion. 
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