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ABSTRACT 
Video stabilization is one of the important techniques in video restoration researches. Restoration of visual 
quality in old animation video is necessary due to some artefacts occur since the making of the animation is 
involving hand-drawn pictures followed by capturing step by camera. These artefacts lead to the 
unsteadiness and image vibration of the animation scene even in steady condition of capturing step.  Video 
stabilization method aims to reduce those artefacts. This paper proposes video stabilization algorithm in old 
animation video based on motion estimation. The motion estimation technique employs coarse to fine 
method based on wavelet transform. The proposed video stabilization algorithm includes local motion 
estimation, global motion estimation, motion smoothing, and motion compensation. The superior 
performance of our algorithm over other method for video stabilization in old animation video is 
demonstrated through simulated experiment. The phase-correlation based algorithm presents ITF 
increments of about 0.74 -4.56 %, while our proposed algorithm improvements in the ITF of about 4.37-
18.53 %. 

Keywords: Motion Estimation, Video Stabilization, Wavelet Transform, Motion Smoothing,Video 
Restoration. 

 
1. INTRODUCTION 

Animated film is an interesting spectacle for 
children or adults. It is considered to create a real 
new animated video; it will be more efficient if we 
use old animated film. Although the old films have 
some kind of defect such as intensity flicker, noise, 
blotches, film unsteadiness and image vibration 
[1][3]. In order the old animated film still preferred 
by viewers, visual and audio quality of the old films 
must satisfy the quality standards which desired by 
modern audiences.  

Film unsteadiness occurs when each frame is 
displaced with a different offset compared to the 
neighboring frames [2]. Image vibration can be 
defined as a rapid spatial random drift and/or 
rotation between consecutive frames [3]. Film 
unsteadiness and image vibration are caused by 
damage at hole punched film, the lack of film 
transport mechanism or the unstable camera [2][ 3]. 
Those defects will lead to the vibrated video. 

The vibration disturbance of the old animation 
video  is due to the creation of animation employ 
human hand-draw and the image capture by camera 
(rostrum camera). The rostrum camera is a specific 
type of camera used to film 2D animation, one 
frame at a time.  

Video stabilization generally consists of three 
main steps [3][4][5][6]: motion estimation, motion 
filtering/smoothing and image compensation. 
Motion estimation represents a process to 
determine the frame displacement of the video 
sequence. The results of this process will be used 
for extract the global motion. Motion filtering aims 
to separate the wanted and unwanted motion. 
Undesired motion is generally regarded as a high-
frequency motion, so the motion filtering is called 
motion smoothing. Image compensation aims to 
build new frames from an old video based on 
refined motion parameters. In this paper, we focus 
on motion estimation which is resistant to noise and 
flicker. 

There are several motion estimation methods 
such as block matching algorithm (BMA),  gradient 
and phase correlation. BMA is the most popular, 
because it is easy to be implemented in software or 
hardware. 

De Juan and Bodenheim [7] use a gradient-based 
method for motion estimation. This method 
requires low computation, but it can not handle the 
displacements greater than 5 pixels [1]. 

The motion estimation technique employs 
Phase-Only Correlation (POC)  for estimating 
frame displacement in old film[8]. POC approach 
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can estimate the frame displacement with high 
accuracy if successive frames have a highly degree 
of similarity. However the old animation video is 
drawn by hand, so it has low degree of similarity.   

The multiresolution block matching algorithm 
(RBMA) able to maintain good performance with 
very high computational speed even for large 
search area [9].  The multiresolution concept is 
structure of the wavelet representation 

The wavelet-based motion estimation method 
has been applied for video coding and compression 
[10][11][12]. This method has a better performance 
than the estimation motion in the spatial domain. 
Zhang [11] proposed a video compression scheme 
based on the wavelet representation and multi-
resolution motion estimation. Their method used 
wavelet transform to decompose a frame into a set 
of sub-frames with different resolutions.  

The research on video  stabilization in old video 
has been performed by few researchers. The 
histogram of motion vectors  method has been 
proposed for global motion estimation [13]. The 
global motion between two frames is defined as the 
most frequent apparent motion. The obtained 
Global motion  is not accurate when object area 
larger than   background area. The adopted motion 
model  in [13] is translational. 

Liscar et al [3] proposed video stabilization 
method using a phase-based motion estimation in 
multiscale by automatically determination of 
Region of Fixation (ROF). The adopted global 
motion model is rotational and translational.  

In this paper, we present a method of video 
stabilization in the old animation video using 
motion estimation based on wavelet to eliminate the 
effect of vibration that interfere  the video quality. 
In the proposed technique, we use motion 
estimation method by approach coarse-to-fine 
based on wavelet transform. The six-parameter 
affine of global motion model is obtained from the 
motion estimation. 

 
2. THE PROPOSED VIDEO 

STABILIZATION ALGORITHM  

Figure 1 shows the diagram of the proposed 
video stabilization algorithm. Step 1, the motion 
vector between two consecutive frames is estimated 
by motion estimation based on wavelet transform. 
Step 2, the six-parameter affine of global motion 
model is determined using RANSAC. Step 3, the 
global motion parameters are accumulated and 
smoothed with a Gaussian filter. The final step, the 
frames are compensated based on the refined 

parameters to form a stable video. Details of the 
procedure are described as follows. 
 

 
Figure 1 Diagram Of Proposed Video 

Stabilization Algorithm. 
 

2.1 Motion Estimation Based On Wavelet 
Transform 

Motion estimation in wavelet domain has a lot of 
attention rather than spatial domain, because it has 
better performance, especially in video coding 
field. 

Motion estimation with the coarse-to-fine 
approach reduces the computational. In this paper, 
we use algorithms coarse-to-fine based on wavelet 
transform. The proposed scheme similar to that 
used in [10][11]. The motion estimation in the 
propose scheme is only work on the low-pass band. 

Discrete wavelet transform (DWT) of the two-
dimensional image can be expressed as a sequence 
of sub-image of the following:  

[ ] [ ]{ }
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j
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where kS2  is the set of approximation ),( yxf  on 

the resolution 2-M. j
MW

2
 is a detail image at a 

resolution of 2-M at location j with the V, H and D 
respectively are the vertical, horizontal and 
diagonal. 0S  is the original image and 2S  is an 
approximation of in next resolution 2-1 

Motion vector in a given resolution level, can be 
predicted from the motion vector at lower 
resolution multiplied by two. A smoothness factor 
is added to this prediction after carrying out a 
motion search nearby the motion prediction. Let 
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Global Motion 
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Global Motion Smoother 
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),( yxVk  represent the motion vectors centered at 
(x, y) for the sub-image at level k.  Then estimation 
of ),( yxVk  is given by 

),(),(2),( 1 yxyxVyxV kkk δ+= +       (2)         

      Mkfor ,,2,1,0 =  

where M is the level of decomposition and kδ is a 
smoothing factor that is determined by the motion 
estimation nearby the  predicted value. 

Figure 2 shows the structure of coarse-to-fine 
based on wavelet transform algorithm which  
proposed. First time, motion vector is predicted on 
lowest resolution. Motion vectors in higher 
resolution is the smoothing of motion vectors of its 
lower resolution. 

 

 
Figure 2 The Structure of The Coarse-to-
Fine Based on Wavelet Transform Algorithm 

Motion vectors of every pixel in the image can 
be obtained through block matching. In this paper, 
a matching function  which used for local motion 
estimation  is the mean absolute difference (MAD). 
Given the matching block size N x M then MAD is 
defined as follows 

 
          (3) 
where ),( nmIk is the pixel value at coordinates 

),( nm in frame-(k), ),( dyndxmIk ++ is the pixel 
value at coordinates ),( dyndxm ++  in frame-
(k+1). The motion vector of pixel at coordinates  

),( nm  is given by:  

).(min),( 2),( dydxMADMVMV Rdydxyx ∈=  

2.2 Global Motion Estimation 

Global motion vector represents camera motion 
of  current frame and previous one, that formulated 
by  motion parameter models. The process of 
determining value of global motion vector is called 
Global Motion Estimation (GME). 

In this paper, RANSAC algorithm [14] is used to 
extract global motion parameters of motion vector 
field that produced by a local motion estimation 
algorithm explained in section 2.1. 

This study assumed that objects are not in the 
corners  of image field so that local motion 
estimation is carried out from all of the corner areas 
that shown in Figure 3. This assumption is aimed to 
decrease computation time. 
 

        
        
        
        
        
        

Figure 3 Optimization of Area Local Motion 
Estimation  

Considering the complexity and durability, this 
study uses simplified affine motion, because of this 
model can accommodate all of scaling,  rotation 
and translation. Simplified affine motion is 
expressed by four parameters, named S, θ, tx and ty  
that formulated by 
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coordinate in two frame, S is responsible for 
scaling,  θ  is responsible for rotation, tx  and ty is 
responsible for translation in both horizontal and 
vertical direction. 

Given θcosSa =  and θsinSb = then equation 
(4) can be written 
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Assuming there are N motion vector associated 
with the image of at the position ),( ii yx  and 

),( ''
ii yx  to Ni ,,3,2,1 =  of two consecutive 

frames. The simplified affine motion between two 
consecutive frames of N motion vectors is 
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estimated by the solution the following linear 
equation. 
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Linear systems in the form of BAx =  and its 
solution can be solved by RANSAC method. 
 
2.3 Motion Smoothing 

Video has high quality if inter-frame motion is 
slow and smooth. Vibrated videos are caused by 
fluctuation camera motion. A steady motion can be 
obtained by removing the fluctuation motion by 
using motion smoothing. 

Let iT is a transformation that associated with 
camera motion from frame-(i) to frame-(i+1). 
According to equation (4), simplified affine motion 
between frames-(i) and the frames-(i+1) can 
defined as,  
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and transformation iT  is defined as 
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The low-pass filtering approach can be applied 
to produce smoothed transformation iT~ with 
following formula: 

)(~ xGTT ii ∗=         (9) 
where ∗  is convolution operator and )(xG  is the 
Gaussian kernel given as  

)*2/( 22

2
1)( σ

σπ
xexG −=      (10) 

where σ  is the standard deviation of the 
distribution. Parameter of Gaussian filter is set as 

tk=σ [15], with tk  is the length of the Gaussian 
window filter. Gaussian window size very affect to 
the results of  the smoothing process. If tk  is set in 
high number, it will cause problems 
oversmoothing. Otherwise if tk  regulated small 
number, it will cause problems undersmoothing.  
 

2.4 Motion Compensation 

The last step of video stabilization is motion 
compensation that creates the steady frame based 
on current frame and use the smoothed global 
motion parameter.  

Chang et.al [16] developed the method to 
generate steady frame based on the difference of 
global motion value between before and after 
motion smoothing process. In figure 4, 

niIi ,3,2,1, =  represents the original frames of 

the video and niIi ,3,2,1, =  are corresponding 
steady frames.  

A Steady frame can be built by warping the 
involved original frame. If iT is an affine 
transformation that defined by equation (8) then the 
relation between two consecutive frame is 
calculated by following equation: 

)))1,,(()1,','(1
T

iii yxTIyxI ⋅=+      (11) 

 
Figure 4 The relation of the original and 
stabilized frame. 

The affine transformation between two frames 
can be extended to gets accumulated affine 
transformation between the frame-(n) and the first 
frame as follows: 

∏
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A
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Note that the tranformation A
nT  is still a 

simplified transformation. Similarly, the affine 
transformation between the stabilized frame-(n) and 
the first frame can be written as: 

∏
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Therefore, the camera motion transformation 
between the original input frames and the stabilized 
frame can be derived from the following equation: 

( )
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The stabilized frame can be generated by using 
the affine transformation nT∇ . The relationship 
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between the original frame iI  and the stabilized 

frame iI  can be defined as follows:  

)))1,,()(()1,,( T
nii yxTIyxI ⋅∇=       (15) 

In those equation, the warping from iI to iI  using 
image interpolation.  
 
3. EXPERIMENTAL RESULTS 

In this section, we evaluate the performance of 
proposed video stabilization algorithm. In our 
simulation, we test four old animation video taken 
from youtube website. They have different features, 
as illustrated in Fig. 5, where the “Felix” and 
“Charlie” have stationary background and 
stationary object, while the “Popeye” and “Mickey” 
have stationary background and moving object. 
 

    
Figure 5 Two Sample frame 

Performance of video stabilization is measured 
by the temporal smoothness. In this paper, the 
Interframe Transformation Fidelity (ITF) [17] is 
used as a temporal smoothness measure which is 
defined as follows: 
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where MSE is the Mean Square Error and Nframe 
is the number of frames in the video. Typically, a 
stabilized video has higher ITF values than original 
video. 

The examples of four smoothed parameters are  
shown in Figure 6, with the smoothed parameter 
using Gaussian filter. In the smoothing motion 
process, the value of tk  be set to 5, 15 and 25. The 
figure show that the smoothed parameter is almost 
similar if  tk  set in 15 and  tk  set in 25. In this 
experiment, the value of tk  be set to 15. 
 

 
Figure 6 The Global Motion Before and After 
Smoothing for Different Filter Lenght, (a) 
Transitional X, (b) Transitional Y, (c) Scale, and 
(d) Rotational θ  

In this experiment, we compare the performance 
of our proposed algorithm with video stabilization 
based on phase correlation. In the video 
stabilization algorithm with phase correlation, the 
motion estimation using phase correlation based 
block matching [8][3].  

Table 1 shows ITF values for original 
sequences, stabilized sequences with phase 
correlation and with wavelet transform. It is 
observed that the reconstructed video have 
improved visual quality and the ITF. The ITF 
improvement for proposed algorithm is more than 
the corresponding ITF gains of Phase-correlation. 
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Table 1.  ITF comparison of stabilized video with phase 
correlation and wavelet transform. 

 

FILE Original 
ITF 

Phase 
correlation 

ITF  

Wavelet 
transform 

ITF 
Felix 26.60 26.82 31.53 

Charlie 25.62 26.79 27.37 

Popeye 24.25 24.43 25.31 

Mickey 19.77 20.13 20.66 

 
Figure 7 show the difference of PSNR between 

the original frames and the stabilized frames with 
phase correlation and with wavelet transform. We 
observe that PSNR of stabilized videos  produced 
by the two methods are higher than original video. 
Among the two, video stabilization with wavelet 
transform gives the highest PSNR.  

 

 
Figure 7 PSNR Comparison of The Phase 
Correlation and Wavelet Algorithm for The Felix 
Sequences. 
 

4. CONCLUSION 

In this paper, we presented a video stabilization 
method in the old animation video using motion 
estimation based on wavelet transform. The 
simulation results show that performance of the 
wavelet transform-based algorithm better than the 
phase-correlation based algorithm. The phase-
correlation based algorithm presents ITF values  
increments of about 0.74-4.56%, while our 
proposed algorithm improvements in the ITF of 
about 4.37-18.53 %. The experiment results 
indicate that the proposed wavelet based video 
stabilization algorithm has the ITF 31.53 dB for 
Felix sequence, 27.37 for Charlie sequence, 25.31 
for Popeye sequence and 20.66 for Mickey 
sequence. 
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