AN ENVIRONMENT FOR MODELING AND TESTING STOCHASTIC SYSTEMS

1 MOKDAD AROUS, 2 KENZA BOUAROUDJ, 3 DJAMEL-EDDINE SAÏDOUNI
1, 2, 3 MISC Laboratory, Mentouri University, Constantine, 25000, Algeria.
E-mail: 1 arous@misc-umc.org, 2 bouaroudj@misc-umc.org, 3 saidouni@misc-umc.org

ABSTRACT

This paper addresses a formal testing based on Stochastic Refusals Graphs (SRG) in order to test stochastic systems. As a semantic model for these systems, we chose the MLSTS models. MLSTS (for Maximality-based Labeled Stochastic Transition System) is a new semantic model for characterizing the stochastic temporal properties of concurrent systems, under the assumption of arbitrarily distributed (i.e. non-Markovian) durations of actions [14]. MLSTS can be easily described by using a Stochastic Process Algebra (SPA) language, namely S-LOTOS [15]. So, a method for testing stochastic system modeled by MLSTS is proposed [23]. We present here a tool for Modeling and testing Stochastic Systems, called MoVeS, which allows generating automatically MLSTS models from S-LOTOS specifications, then constructing automatically Refusal Graphs and Canonical Tester.

Keywords: Basic-LOTOS, Maximality Semantics, Semantic Models, Labeled Stochastic Transition System, Refusal graph, Canonical tester.

1. INTRODUCTION

Nowadays, Computer applications have become increasingly involved in real-time and stochastic systems (e.g. automotive, avionic and robotic controllers, mobile phones, communication protocols and multimedia systems). These systems are known by their high complexity. Formal testing allows checking their correctness and helps to ensure their quality.

In order to use a formal testing technique, we need that the systems under study can be expressed in terms of a formal language. Formal languages, which was first developed for functional needs, have become more expressive, by allowing the explicit representation of non-functional aspects of systems, for example, the probability [18, 9] or the time consumed by the system to perform tasks. This time was first considered as fixed [13, 2], and recently defined in stochastic terms [3, 19].

The use of stochastic models (e.g. stochastic extensions of automata (Network) [21], Petri Nets [6], and Process Algebras [1, 8, 11, 20]) allows producing more realistic systems. Among the specification languages, Stochastic Process Algebras (SPAs) take advantage from its compositionality (model a system as the interaction of its components) and abstraction aspects (build up complex models from detailed components but disregarding internal behavior when it is appropriate to do so), whereas providing a formal description context.

Two types of semantics are considered for SPAs and their semantic models. The first one is the interleaving semantics, where the executions of two actions are interpreted by their interleaved executions in time, and which hold only in the case of exponentially distributed durations [1, 11, 16]. The second one consists in the true concurrency semantics, which appear as the solution when considering action durations with general (non-Markovian) distributions.

In our work, systems are represented by a new semantic model, namely MLSTS (for Maximality-based Labeled Stochastic Transition System) [14], wherein actions elapse in time and their durations depend on probabilistic distribution functions. MLSTS models are based on maximality semantics [5] and advocates the true concurrency; from this point of view it is well suitable for modeling real time, concurrent and distributed systems. [14] shows that the maximality based semantic models describe the same qualitative and quantitative properties as specified in the ST-Semantic models. The main advantage of the MLSTS is the drastic reduction of the number of states and transitions w.r.t. standard ST-semantic models, which are frequently used in modeling and analyzing
stochastic systems with non-Markovian Process Algebra, e.g. [1, 11, 20].

In this paper, we are interested in formal testing approaches where the temporal requirements of systems are taken into account. We present testing architecture based on Stochastic Refusals Graph (SRG). SRG results from a new definition of refusals. This graph allows us to generate a canonical tester by several transformations on MLSTS. Moreover, we investigate the automatic extraction of test cases. The proposed architecture is summarized in Fig. 1.
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Fig. 1. Test architecture.

The structure of this paper is as follows: in section 2 we present informally the MLSTS models, and we define it formally. In section 3 we present an approach for testing stochastic system modeled by MLSTS. Section 4 presents our tool MoVeS (for Modelizing and Verifying Stochastic Systems) which consists of an implementation of the theoretical notions and approach presented in this paper. Next, section 5 presents by an example the functionalities of MoVeS. Finally, section 6 gives some conclusions and perspectives.

2. MAXIMALITY-BASED LABELED STOCHASTIC TRANSITION SYSTEMS

2.1. Informal Presentation of MLSTS

Within the semantic model MLSTS, each transition only represents the start of an action execution. Since actions are not considered as atomic, the concurrent execution of multiple actions can be represented, and distinguishing between sequential and parallel executions is possible.

In MLSTS models, the running actions are represented at the states level. Each instance of running actions is called a maximal event and is identified by a distinct name. In fact, each state of the system is featured by a unique configuration [4]. The configuration of a state $s$ is denoted $\omega(E)$ s.t. $M$ is the set of maximal events in $s$ and $E$ is the behavior expression of $s$. Every transition defined from $s$ is labeled by $c(a,f)$, whenever $a$ is an action that can be activated from $E$ iff. the maximal events of the subset $C \subseteq M$ are terminated. Further $C$ is called the causality set of the transition. $x$ is the name identifying the start event of the new execution of $a$. The event identification is required to avoid confusion since several instances of running actions can have the same action name.

A detailed presentation of the maximality semantics can be found in [4, 5]. In this section we illustrate the principal of maximality semantics of MLSTS models by a simple example, consider tow actions $a$ and $b$ with probability distribution functions $f$ and $g$ respectively, and two systems $E$ and $F$ represented by Petri Nets of Fig. 2. s.t. $E$ executes $a$ in parallel with $b$, and $F$ executes either $a$ followed by $b$ or $b$ followed by $a$. The MLSTSs representing the behaviors of $E$ and $F$, obtained by applying the maximality semantics, are represented in Fig. 3.

Initially, no action has yet been executed, then the set of maximal events is empty, and the initial configurations associated with $E$ and $F$ are, respectively, $\varnothing[E]$ and $\varnothing[F]$. By assuming that the action $a$ happens first from $E$ and $F$, the corresponding transitions are respectively:

$$
\begin{align*}
\varnothing & \xrightarrow{a,f} E2 \\
\varnothing & \xrightarrow{a,f} F2
\end{align*}
$$

Where $x$ is the event name identifying the starting of $a$. In both new resulting states, $x$ is said maximal.

From $E2$, the following transition occurs in case $b$ starts:

$$
\begin{align*}
E2 & \xrightarrow{b,g} E4 \\
E2 & \xrightarrow{b,g} F4
\end{align*}
$$

where $y$ is the maximal event name identifying the start of $b$, which does not depend on the termination of $a$ because the parallel execution.

From the new state $F2$ and because of the sequential execution of actions $a$ and $b$, we deduce that the start of $b$ is constrained by the causality dependence against $x$. Actually, it is submitted to the end of the execution of $a$. This results in the following transition:

$$
\begin{align*}
F2 & \xrightarrow{b,g} y, F4
\end{align*}
$$
In the resulting state, the only maximal event is the one identified by $y$, representing the start of execution of $b$, which is different from the state $E_4$ whereas two maximal events appear (identified by $x$ and $y$). Observe that a symmetric scenario happens when the action $b$ happens first as this can be seen in Fig. 3.

2.2. Formal Definition Of MLSTS

An MLSTS is defined as follows:

**Definition 1.** Maximality-based Labeled Stochastic Transition System (MLSTS).

Let $\mathcal{M}$ be a countable set of event names. An MLSTS is a structure $(\Omega, A, DF, L, \mu, \xi, \psi)$ with:

- $\Omega = (S, s_0, T, \alpha, \beta)$: is a Transition System s.t. $S$ is the countable set of states for the system, at least including the initial state $s_0$; $T$ is the countable set of transitions specifying the states changes; $\alpha, \beta$ are two functions: $T \rightarrow S$, mapping every transition with its source $\alpha(t)$ and its target $\beta(t)$.
- $A$: is a (finite) set of actions
- $DF$: is a finite set of probability distribution functions ($\mathbb{R} \rightarrow [0, 1]$).
- $L: T \rightarrow (A \times DF)$: this function associates each transition with a pair composed of an action and a probability distribution function, thus $(\Omega, (A \times DF))$ is a transition system labeled by alphabet $(A \times DF)$.
- $\psi: S \rightarrow 2^{\mathcal{M}}$: this function associates every state with a finite set of maximal event names in the state.
- $\mu: T \rightarrow 2^{\mathcal{M}}$: this function associates every transition with a finite set of maximal event names of actions that have started their execution so that their terminations allow the start of this transition. This set corresponds to the direct causes of the transition.
- $\xi: T \rightarrow \mathcal{M}$: this function associates each transition with an event name identifying an event occurrence such that for any transition $t \in T$:
  
  $$\mu(t) \subseteq \psi(\alpha(t))$$
  $$\xi(t) \notin \psi(\alpha(t)) - \mu(t)$$
  $$\psi(\beta(t)) = (\psi(\alpha(t)) - \mu(t)) \cup \{\xi(t)\}$$

MLSTS is able to deal with any kind of probability distribution instead of restricting only to exponential distributions, and without being attacked by the state space explosion problem inherent to the splitting of actions as in standard
ST-semantic models, which are frequently used in performance specification and modeling under the assumption of general distributed durations. The main advantage of the MLSTS consists in reducing the number of states and transitions w.r.t. standard ST-semantic models [14].

3. AUTOMATIC GENERATION OF MLSTS

For a given system, its MLSTS model can be easily generated from a high level specification language, namely S-LOTOS [15]. S-LOTOS is a Stochastic Process Algebra which deals with general probability distributions instead of restricting to exponential ones. The formal semantics given to different operators of the language allows generating automatically MLSTSs from algebraic specifications with S-LOTOS according to the maximality semantics. The reader is assumed to be familiar with the syntax of Basic LOTOS [7]. For example:

\[ \text{system test } ((\text{incard, } f), (\text{valide}, g), (\text{codenotok}, g), (\text{rejectcard}, f), (\text{keepcard}, g), (\text{codeok}, g), (\text{outcard}, g), (\text{takemoney}, f)) \]

A behavioral specification according the syntax of Basic LOTOS [7]. For example:

\[ \text{incard; valide;} \]
\[ (\text{codenotok; rejectcard; stop}) [] \]
\[ (\text{codenotok; keepcard; stop}) [] (\text{codeok; outcard; takemoney; stop}) \]

\[ \text{A header containing the name and parameters (actions with their distribution function) of the system. For example:} \]
\[ \text{system test } ((\text{incard, } f), (\text{valide}, g), (\text{codenotok}, g), (\text{rejectcard}, f), (\text{keepcard}, g), (\text{codeok}, g), (\text{outcard}, g), (\text{takemoney}, f)) \]

\[ \text{Definitions of eventual processes composing the system. For example:} \]
\[ \text{process wrongcode[ codenotok, rejectcard, keepcard] :=} \]
\[ (\text{codenotok; rejectcard; stop}) [] \]
\[ (\text{codenotok; keepcard; stop}) \]
\[ \text{endproc} \]

4. AN APPROACH FOR TESTING STOCHASTIC SYSTEM MODELED BY MLSTS

In [23] we proposed a new testing architecture based on Stochastic Refusals Graph (SRG). SRG results from a new definition of refusals. This graph allows us to generate a canonical tester by several transformations on it. Moreover, we investigated the automatic extraction of test cases. A detailed presentation of this approach is in [23]. We can summarize the architecture used as follow:

- Computation of refusals sets from a deterministic MLSTS; therefore the SRG graph is constructed.
- Generation of canonical tester.
- Automatic extraction of test cases.

In the first point, Stochastic Refusals Graphs (SRGs) are generated from MLSTS model. We calculate sets of refusals. Those sets decorate each location of SRG. An important aspect considered at this level is the non-determinism which is captured by permanent refusals, thus refusals are calculated in the same time of determinization. Temporary refusals are induced by the fact that actions elapse in time. Therefore, the proposed model integrates both permanent and temporary refusals.

In the second point, we generate a canonical tester over the SRG. In the canonical tester, refusals are found associated with transitions that are leading to “Fail” location. So, these transitions are labeled by actions which are prohibited by the specification. When the tester is in the location “Fail”, this means that the test failed. Finally, a test case is a possible path in the tester.

5. MoVeS Tool

In this section, we present the implementation of the theoretical notions and approach outlined in previous section. We have developed a tool named MoVeS (for Modeling and Verifying Stochastic Systems) that allows us to editing S-LOTOS system specifications, compiling them, generating the underlying semantic models in terms of MLSTS models, and its corresponding SRG, Canonical
Tester and Test Cases. The graphic visualization of these different graphs is in fact supported by using the rich graphic module GraphEdit of TORSCHÉ Scheduling toolbox [24].

To present the functionalities of MoVeS, let as consider the example of ATM system (Automatic Teller Machine). This machine allows withdrawing money from account. Its behavior is as follow. Customer has to insert card in machine, after he has to type a code, if the code is correct the machine delivers money and card, if the code is wrong, the machine can keep the card or reject it. The S-LOTOS specification of this machine is given in Fig. 4. Fig. 5 presents a screen of the MoVeS tool and the generated MLSTS model corresponding to the ATM system.

```
system test [(incard,f), (valide,g), (cadenok,G), (rejectcard,f), (keepcard,g), (codeok,g), (outcard,g), (takemoney,f)]:=
  incard ; valide ;
  (wrongcode[cadenok,rejectcard,keepcard] [] codeok;outcard;takemoney;stop )
where
  process
  wrongcode[cadenok,rejectcard,keepcard] :=
  (cadenok; rejectcard; stop) []
  (cadenok; keepcard; stop)
endproc
pdf g := exppdf(1.4) endpdf
pdf f := wblpdf(4,4) endpdf
endsys
```

Fig. 4. S-LOTOS specification of the ATM machine

Moreover, MoVeS allow us to :
- Construct the SRG over the MLSTS model as defined in [23].
- Create the canonical tester based on the SRG.
- Derive test cases from the canonical tester.

Considering our example of Fig 4, Fig 6, 7 and 8 show respectively the Stochastic Refusals Graph, its corresponding canonical tester and a test cases for the ATM system.

Fig 5. Generation of MLSTS model corresponding to the ATM machine from S-LOTOS specification

Fig 6. Stochastic Refusal Graph

Fig 7. Canonical tester.

Fig. 8. Test cases.

6. CONCLUSION AND PERSPECTIVE

In this paper, we present our tool MoVeS (for Modeling and Verifying Stochastic Systems), which consist of an implementation of our approach for modeling and testing stochastic concurrent systems. These systems can be easily specified, under the assumption of generally distributed durations of actions, using a stochastic process algebra called S-LOTOS. The MoVeS tool allows the automatic generation of MLSTS models from S-LOTOS...
specification of systems. Moreover, following our testing architecture based on Stochastic Refusals Graph (SRG), the MoVeS tool allows the construction of canonical tester and the derivation of test cases for the considered systems.

As perspective, we plan to complete this work by strategy for choosing which of test cases are sufficient for insuring some completeness guarantees. Moreover, we can improve our tool to investigate more general problems of verification like performance evaluation.
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