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ABSTRACT 
 

HTML5 introduces many new features, in which the Canvas can use WebGL technology to achieve 3D 
graphics rendering. This paper presents a method to render virtual models in WebGL on browser platform. 
We use Vertex Shader and Fragment Shader programming to achieve realistic graphics, including Phong 
illumination model, Phong shading and texture mapping. The advantages of this method are 1) The browser 
support WebGL natively, so there is no need to install any plug-ins, and it is cross-platform; 2) 3D scene 
roaming supported (pan, zoom and rotate). 
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1. INTRODUCTION  
 

We can use computers to create vivid scene to 
gain realistic experience [1]. With the development 
of Internet and virtual reality technology, creating 
3D virtual world and providing real-time interactive 
performance becomes the urgent needs of people on 
the Internet. Early 3D virtual reality technology 
include VRML [2, 3] and Java3D [4, 5], yet most of 
them need to install plug-ins to browsers, which 
will arouse disgusts to some users and hinder those 
who are not professional. Meanwhile, there emerge 
many algorithms to interact with the virtual scene 
[6, 7]. 

WebGL is developed by the Khronos Group. 
Google, Apple, Mozilla, Opera and other 
companies and organizations are among the 
members. WebGL runs on browser, currently 
mainstream browsers including Google Chrome 
browser, Opera browser, Firefox and Apple Safari 
browser all support WebGL. WebGL is a JavaScript 
API, which allows developers to embed interactive 
3D graphics in the browser, what’s more, 3D 
graphics support hardware acceleration, so web 
developers can make use of graphics card to render 
3D scenes and models in the browser more 
smoothly, to create complex navigation and data 
visualization [8], and the rendering speed is faster 
than ray tracing algorithm [9]. The browser 
supports WebGL natively, so there is no need to 
install any plug-ins, and the browser as a platform 
for Internet applications is already multi-platform 
supported, including mobile platform, desktop 
computers, smart phones, tablet PCs and smart TV. 

2. WEBGL OVERVIEW 
 
2.1. Vertex Shader And Fragment Shader 

WebGL uses OpenGL ES 2.0 standard, in which 
programmable shaders bring greater flexibility and 
adaptability for GPU programming. In polygon-
based graphics system, the geometry pipeline 
converts objects from 3D coordinate to 2D screen 
coordinate, each vertex is attached to vertex color, 
normal vector, texture coordinate and other 
information; rendering pipeline calculates the 
appearance of each vertex, firstly geometric objects 
are decomposed into fragments corresponding to 
the raster scan line, secondly fragments are filled in 
the frame buffer to generate images [10]. 

Vertex Shader (referred to as VS below) can be 
used to perform traditional vertex-based operations, 
such as using matrix to transform vertex position, 
vertex color, and texture coordinates, but we can 
not generate a new vertex in VS. 

Fragment is a pixels collection within a polygon 
on the same scan line. Fragment Shader (referred to 
as FS below) is commonly used to deal with scene 
lighting and related effects, such as bump texture 
mapping. We will use FS to calculate Phong 
shading in this paper. 

There are three commonly used shader variables. 
“Attribute” is only used by VS, it carries variable 
passed to it from the program, such as vertex 
position array; “Uniform” can be used by both VS 
and FS, it can not be changed, like a constant, such 
as the modelview matrix and projection matrix; 
“Varying” is a variable VS passed to FS, such as 
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gl_Position, which carries transformed vertex 
coordinates. 

2.2. Webgl Rendering Pipeline 
Figure 1 is WebGL rendering pipeline. On each 

call to drawArrays function, WebGL Uniform and 
Attribute variables are passed to VS, VS calculated 
results are stored in Varying and passed to FS; FS 
calculates color of each pixel, and stores it in 
gl_FragColor Varying variable; lastly, the output is 
written to Frame Buffer, which is the image on the 
screen. 

 
Figure 1. Webgl Rendering Pipeline 

 
3. REALISTIC RENDERING METHOD 
 

One main purpose of computer graphics is to 
generate pleasing, realistic graphics with computer. 
To generate photo-like pictures, we need to 
establish the geometric representation of the scene, 
and use some kind of illumination model to 
calculate lighting effects under the hypothetical 
light source, texture and material properties. In the 

end, we may hope to interact with the virtual scene 
freely. 

3.1. The Geometric Representation Of The 
Model 

When WebGL read the model, such variables as 
vertexPositions, vertexNormals, 
vertexTextureCoords and indices and other 
information are needed to feed into program. Figure 
2 is the wireframe of a model, which displays 
topology connection clearly. JSON file of the 
model is as follows: 

"vertexPositions" : [-1,-1,2, -1,1,2, 0,2,2, 1,1,2, 
1,-1,2, -1,-1,-2, -1,1,-2,0, 2,-2,1, 1,-2,1, -1,-2,-1,-1,-
2,-1,1,-2,-1,1,2,-1,-1,2,1,-1,2,1,1,2,1,1,-2,1,-1,-2,-
1,1,-2,0,2,-2,0,2,2,-1,1,2,1,1,2,0,2,2,0,2,-2,1,1,-2], 

 "vertexNormals" : [0.0,0.0,1.0, 0.0,0.0,1.0, 
0.0,0.0,1.0, 0.0,0.0,1.0, 0.0,0.0,1.0, 0.0,0.0,-
1.0,0.0,0.0,-0.0,0.0,0.0,-1.0,0.0,0.0,-1.0,0.0,0.0,-
1.0,-1.0,0.0,0.0,-1.0,0.0,0.0,-1.0,0.0,0.0,-
1.0,0.0,0.0,1.0,0.0,0.0,1.0,0.0,0.0,1.0,0.0,0.0,1.0,0.0
,0.0,-0.7,0.7,0.0,-0.7,0.7,0.0,-0.7,0.7,0.0,-
0.7,0.7,0.0,0.7,-0.7,0.0,0.7,-0.7,0.0,0.7,-0.7,0.0,0.7,-
0.7,0.0], 

"vertexTextureCoords" : [0.0,0.0, 0.0,0.66, 
0.5,1.0, 1.0,0.66, 1.0,0.0, 0.0,0.0, 0.0,0.66, 0.5,1.0, 
1.0,0.66, 1.0,0.0, 0.0,0.0, 0.0,1.0, 1.0,1.0, 1.0,0.0, 
0.0,0.0, 0.0,1.0, 1.0,1.0, 1.0,0.0, 0.0, 0.0, 0.0,1.0, 
1.0,1.0, 1.0,0.0, 0.0,0.0, 0.0,1.0, 1.0,1.0, 1.0,0.0], 

"indices" : [0,1,2, 0,2,3 ,0,3,4, 5,7,6, 5,8,7, 5,9,8, 
10,11,12, 10,12,13, 14,15,16, 14,16,17, 18,19,20, 
18,20,21, 22,23,24, 22,24,25] 

Where “vertexPositions” are x, y and z 
coordinates of a vertex; “vertexNormals” provide 
normal of a vertex, which will be used in 
illumiation step; “vertexTextureCoords” provide s 
and t parameter in texture mapping step; and 
“indices” are vertex indices to form a polygon, 
usually a triangle. 

 
Figure 2. The Wireframe Of A Model 

3.2. Phong Illumination Model 
WebGL does not support any illumination model 

directly. This is a defect, but also, it brings more 
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freedom to programmers. We can program in 
shaders to achieve Phong illumination model. As 
shown in formula 1, light reflected by non-ideal 
reflecting surface are composed of ambient 
reflection component, diffuse reflection component 
and specular reflection component, 

(1) 

Where Ka, Kd and Ks are the ambient reflection 
coefficient, the diffuse reflection coefficient and 
specular reflection coefficient of the model; Ia is 
ambient light; Il is spot light source; N is the 
normal vector, which comes from “vertexNormals”; 
L is the light source direction; V is the sight 
direction; R is the specular reflection direction; n is 
the specular highlight index. Users can set these 
parameters on the webpage, and then these 
parameters are passed to WebGL by javascript. 

Part of the code of Vertex Shader is as follows: 

<script id="per-fragment-lighting-vs" type="x-
shader/x-vertex"> / / VS 

void main (void) { 
vPosition = uMVMatrix * vec4 (aVertexPosition, 

1.0); 
gl_Position = uPMatrix * vPosition; 
vTextureCoord = aTextureCoord; 
vTransformedNormal = (uNMatrix * vec4 

(aVertexNormal, 1.0)). xyz ; 
} 
</ Script> 

In Vertex Shader, after projection and modelview 
transformation, transformed position of every 
vertex of model is calculated, which is gl_Position. 
vTextureCoord and vTransformedNormal are 
transfered to Fragment Shader. 

In Fragment Shader, color of every fragment or 
pixel is calculated, which is gl_FragColor. 
Fragment Shader is where Phong illumination 
model is realized. Part of the code of Fragment 
Shader is as follows: 

<script id="per-fragment-lighting-fs" type="x-
shader/x-fragment"> / / FS 

void main (void) { 
vec4 textureColor = texture2D (uSampler, vec2 

(vTextureCoord.s, vTextureCoord.t)); 
lightDirection = normalize (uLightPosition - 

vPosition.xyz) ;/ / point source 
vec3 normal = normalize 

(vTransformedNormal); 
float diffuseLightWeight = max (dot (normal, 

lightDirection), 0.0) ; 
vec3 eyeDirection = normalize (-

vPosition.xyz) ;/ / point of view is always at (0,0,0) 

vec3 reflectionDirection = reflect (-
lightDirection, normal); 

float specularLightWeight =pow (max (dot 
(normalize (reflectionDirection), eyeDirection), 
0.0), uMaterialShininess) ;/ / specular light 

lightWeighting = uAmbientColor + 
uDiffuseLightColor * uMaterialColor * 
diffuseLightWeight 

+ USpecularLightColor * uSpecularColor * 
specularLightWeight; 

gl_FragColor = vec4 (textureColor.rgb * 
lightWeighting, textureColor.a); 

} 
</ Script> 

3.3. Phong Shading 
The illumination model determines the color of a 

vertex on polygon, while the shading determines 
the color of a pixel within the polygon. With Phong 
shading, also known as normal interpolation 
method, firstly we calculate the normal of the pixel 
on a fragment by interpolating the normals of 
polygon vertices, then we use Phong illumination 
model to calculate the color of the pixel. The bold 
type in the code above is the pixel’s normal, it is a 
varying variable that VS passed to FS. Figure 3 is 
an image with lighting and Phong shading. In figure 
3, yellow small circle demonstrates specular 
highlight, and red big circle demonstrates the 
pleasing effect of Phong shading, with a spot light 
fairly close to the model.  

 
Figure 3. Phong Shading With Lighting 

 
As you know, SMOOTH Shading mode in both 

OpenGL and DirectX graphics API is just Gouraud 
Shading (also known as color interpolation), which 
cannot calculate the shading effect in the red circle 
in this case. While in Phong shading, since every 
fragment has its own normal, programmers can 
generate more refined image with VS and FS. 
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3.4. Texture Mapping 
Texture mapping is a technology to map texture 

image onto 3D model surfaces. Texture can make a 
simple geometry to produce a vivid image. Figure 4 
is the model with brick texture and lighting, now it 
looks more realistic. The italics and bold type in the 
code above is textureColor, which is sampled color 
from the texture image for each pixel in the 
fragment, then textureColor is multiplied with the 
color calculated by illumination, which turns out to 
be the pixel’s gl_FragColor, to be written to frame 
buffer. 

 
Figure 4. Model With Texture And Lighting 

 
To contrast with figure 4, figure 5 is the same 

scene with different texture, now it looks more like 
a wooden house, not a brick one. The fact proves 
that texture is the most economical way to get 
photorealistic effect. All we need to do is to load a 
different image as texture, the geometric 
representation of the model is the same from the 
very beginning. 

 
3.5. Scene Interactive 

With javascript we can easily achieve 3D scene 
roaming. In this paper, we use the mouse to control 
rotation, and PgUp and PgDn on the keyboard to 

control zoom in and zoom out. Interactive results 
are shown in Figure 6 and Figure 7. 

 
Firstly, let’s analyse mouse interactive. Three 

varibles are defined and initialized. Three functions 
are defined to response to mousedown, mouseup 
and mousemove events. Part of the mouse 
interactive code is as follows: 

    var mouseDown = false; 
    var lastMouseX = null; 
    var lastMouseY = null; 
    function handleMouseDown(event) { 
        mouseDown = true; 
        lastMouseX = event.clientX; 
        lastMouseY = event.clientY; 
    } 
    function handleMouseUp(event) { 
        mouseDown = false; 
    } 
    function handleMouseMove(event) { 
        var newX = event.clientX; 

 
Figure 7. Scene After Zoom In 

 
Figure 5. Different Texture 

 
Figure 6. Scene after rotation 
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        var newY = event.clientY; 
        var deltaX = newX - lastMouseX 
        var newRotationMatrix = new okMat4(); 

newRotationMatrix.rotY(OAK.SPACE_LOCAL, 
deltaX / 10, true); 

        var deltaY = newY - lastMouseY; 
        

newRotationMatrix.rotX(OAK.SPACE_LOCAL, 
deltaY / 10, true); 

        moonRotationMatrix = 
okMat4Mul(newRotationMatrix, 
houseRotationMatrix); 

        lastMouseX = newX 
        lastMouseY = newY; 
    }  

 
Secondly, how to realize zoom in and zoom out. 

Traditionally, we use right key of mouse to control 
zoom in and zoom out. However, in webpage, right 
key of mouse is always binded with short cuts 
already. So keyboard is used instead, which is also 
a tradition in game playing. Part of the keyboard 
interactive code is as follows: 

 var zoom = 0; 
     function handleKeys() { 
        if (currentlyPressedKeys[33]) { 
            zoom-=0.1; // Page Up 
        } else if (currentlyPressedKeys[34]) { 
            zoom+=0.1; // Page Down 
        }  
} 

 
4. CONCLUSION 
 

In this paper, we use WebGL to render a virtual 
house. VS and FS programming are used to achieve 
realistic graphics, including Phong illumination 
model, Phong shading and texture mapping, and 
users can interact with the scene. Since browser 
support WebGL natively, there is no need to install 
any plug-ins to enjoy 3D scene, and WebGL is 
cross-platform. The future work can commence in 
two ways: 1) to import 3D models generated with 
3DMax or others; 2) collision detection and LOD 
technology to improve real-time rendering 
performance. 
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