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ABSTRACT 
 

The recognition and localization of harmful acoustic signals in a certain scenario are of great importance. In 
this paper, we propose a scheme for harmful acoustic signals recognition and localization based on fish 
swarm algorithm for wireless sensor network. We firstly optimize the coverage where the harmful sound 
source can be detected efficiently. And then, we get the eigenvalue of the harmful acoustic signals by using 
the LPC (Linear Prediction Coefficients). After analyzing the similarity between the eigenvalue and the 
data pre-stored in the data base, we can find out the harmful sound. After detection, the harmful resource is 
located with the help of its closest nodes which are chosen based on time delay. Simulation results show 
that the proposed scheme can improve the efficiency of harmful source detection and accuracy of the 
localization. 

Keywords: Artificial fish swarm algorithm; Harmful acoustic signals; Linear Prediction Coefficients; 
Recognition; Localization 

 
1. INTRODUCTION  
 

Artificial fish-swarm algorithm is a new kind of 
cluster intelligent optimization algorithm. It was 
first proposed in [1] for system optimization and 
has been applied in route selection in computer 
networks and feed-forward neural networks [2, 3]. 
At present, the nodes arrangement for wireless 
sensor network by artificial fish-swarm algorithm 
has become quite mature. But those related 
researches focus only on coverage arrangement of 
the sensor nodes and pays no attention on further 
applications [4]. On the other hand, the study on 
recognition and localization of harmful acoustic 
signals in a certain scenario is also very popular 
duing the past years but far from perfect. For 
instance, [5] concentrates only on the recognition 
and localization of harmful acoustic signals but do 
nothing on the arrangement of the sensor nodes. It 
is still an open problem how to joint consider the 
coverage of sensor networks and the recognition 
and localization of harmful acoustics. Focusing on 
this, we proposed a scheme for harmful acoustic 
signals recognition and localization based on fish 
swarm algorithm for wireless sensor network. To 
fulfill this, we firstly optimize the coverage where 
the harmful sound source can be detected 

efficiently. And then, we get the eigenvalue of the 
harmful acoustic signals by using the LPC. After 
analyzing the similarity between the eigenvalue and 
the data pre-stored in the data base, we can locate 
the source. Simulation results show that the 
proposed scheme can improve the efficiency of the 
harmful source detection and the accuracy of the 
localization. 

The remainder of the paper is organized as 
follows. Sec.2 develops the system model of the 
wireless sensor network based on the artificial fish-
swarm algorithm. In Sec.3, LPC is applied to 
recognize the harmful acoustic signals and decide 
the time difference of arrival technology(TDOA) to 
localize the sound source. And finally inSec.4, 
simulation results are presented. Sec.5 analyzes the 
results and Sec. 6 concludes the whole paper. 

2. WIRELESS SENSOR NETWORK BASED 
ON THE ARTIFICIAL FISH 
ALGORITHM 

2.1 The Model Of Wireless Sensor Network 
We assume that the space covered by the wireless 

sensor network is of three dimensions and there 
are N  randomly distributed sensor nodes in this 
space. We also assume that the density of the sensor 
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nodes is large enough. To be clear, we list the 
characteristic of the sensor nodes as follows: 

 a) The sensor network is dynamic. Namely, the 
node can be moved 

b) The initial positions of the sensor nodes are 
generated randomly, and their coordinates are 
known. 

 c) The perception radius of each node is r ; And 
the communication region is a spherical area with 
the radius of r . 

 d) The model and the physical structure of each 
node are same 

  Therefore, the model featured in this part can be 
concluded as follows: all the N sensor nodes are 
given and their coordinates will be determined 
randomly to set up a working set of nodes which is 
named C1. A working set of nodes C2 need to be 
set up by moving the sensor nodes to ensure that the 
network coverage could meet the predefined 
demands after the optimization with the artificial 
fish-swarm algorithm. 

2.2 The Artificial Fish-Swarm Algorithm And 
Realization Of The Model 

The basic idea of artificial fish-swarm algorithm 
is elaborated as follows. Since fishes can always 
find the position full of nutrition by themselves or 
by following the other fishes, thus the space with 
the most survival is usually the place that offers the 
most nutrients. Considering this characteristic, 
artificial fish algorithm optimizes systems by 
simulating all kinds of fish actions and combines 
them with animals’ body model. The artificial fish-
swarm algorithm can be expressed as follows: 

            ( )active*rand*Visual+X=X v           (1) 

            ( )rand*Step*
X-x

X-x
=X

v

v

next             (2) 

Where ( )
v21 x,...,x,x=X represents the current 

states of artificial fish. ( )v

n

v

2

v

1v x,...x,x=X  denotes 

the state in the field of view. nextX  represents the 

next state. Visual  represents the distance that can 
be perceived by artificial fish. Step represents the 

maximum step that the fish can move. 
( )active represents one kind of fish behavior. 

( )rand  represents a random number. Fish behavior 

is roughly divided into predatory behavior, swarm 
behavior, tailgating behavior, and random walk 
behavior [6]. 

The design idea of coverage is elaborated as the 
following: 

1) Each artificial fish represents a sensor and 
the coordinate of the artificial fish is the 
position of the sensor. 

2) The scale of artificial fish isN , the 
maximum iteration number is m , and the 
congestion degree factor is δ . 

3) Foraging behavior: The coordinate of the 
selected artificial fish is A(, ) and the 
distance between A and the nearest artificial 
fish is mind . Then the selected artificial fish 

chooses a position named B randomly in the 
field of its view. If the minimum distance 
between B and other artificial fish except A 
is greater than mind , we believe the food 

concentration of B is better than A. Then 
the selected artificial fish moves one step 
toward B. If this condition does not meet, 
the artificial fish moves one step randomly. 

4) Tailgating behavior: The current coordinate 
of the artificial fish is C and the nearest 
artificial fish is D. The distance between C 
and D is mind . If mind  is greater than 2r , the 

artificial fish should move one step toward 
D. Otherwise, the artificial fish should move 
one step in the opposite direction of D. If 
the both conditions do not meet, the 
artificial fish moves one step randomly [4]. 

5) Random behavior: Artificial fish moves one 
step randomly with a random step length. It 
is the default behavior of tailgating behavior 
and foraging behavior. 

6) The bulletin of group: After executing 
tailgating behavior and foraging behavior, 
the bulletin will record and restore the 
position of the artificial fish. Therefore, 
bulletin board records all the position 
information of artificial fish after iteration. 

7) Finally, we get the spherical regime that all 
the sensor nodes can cover in a coordinate 
area and observe the coverage. Then we can 
further compare it with the initial random 
coverage of the sensor nodes. 

8) The choice of parameters: We set the total 
number of artificial fish to be 50, r=20, 
step=3, trial times =2, threshold=0.99. 

The system is simulated with Matlab2010b. The 
sensor nodes are arranged in a iterative manner 
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following the above steps until the coverage meets 
all the requirements. The flow chart is in Figure 1: 

 

 
Figure 1 Process Of Artificial Fish Swarm Algorithm 

3. RECOGNITION AND LOCALIZATION 
OF HARMFUL ACOUSTIC SIGNALS 

3.1 LPC And Sound Recognition 
The sampling value of the nest time slot is 

predicted based on the linear combinations of the 
sampling value of the past p slots with the 

minimum prediction errors criterion, which is called 
p  order linearprediction for speech signals [7]. 

Let ( ){ }1-N,...,1,0=n|ns be one frame sound 

sample sequence and the p  order linearprediction 

of the nth sample value )n(s  writes  

                        ( ) ( )∑
p

1=i
i

^

i-nsa-=ns                     (3) 

wherep  is prediction order, and ( )p,...2,1=iai  

denotes the prediction coefficients, linear prediction 
coefficients. In the case of p  order prediction, one 

frame signal is expressed by a p-dimensional vector 

composed of p  coefficients named ( )p,...2,1=iai  

[8]. 

If the prediction error is expressed by( )ne , then 

( ) ( ) )n(s-ns=ne
^

   

∑
p

1=i
i )i-n(sa+)n(s=

∑
p

0=i
i )i-n(sa=                             (4) 

where 1=a0 . With the minimum mean-squared 

error (MMSE) criterion, the selection of linear 
prediction coefficient ( )p,...2,1=iai  must ensure 

that the prediction error’s mean square value 

)]n(e[E 2 is minimized. Let p,…1,2,=i,0=
ad

(n)]E[ed

i

2

∂
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we can get:  

∑
p
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Then we get p equations as shown in (6) 
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Then the p linear prediction coefficients 

( )p,...2,1=iai  can be decided through solving the 

above equations by using Durbin recursive 
algorithm. 

3.2 Localization Of Sound Source Based On 
Time Delay 

The existing sound localization technologies 
mainly can be divided into three classes: (1) Steered 
beam forming technology based on maximum 
power output. (2) Orientation technology based on 
high-resolution spectral characteristics. (3)Time 
difference of arrival technology (TDOA).This 
method is used to estimate relative time delay 
between each pulse and it is fit for single sound 
source’s location. 

In our simulation, TDOA is used since there is 
only one sound source. At first, we should get the 
time difference between sound sources and sensor. 
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Then the time difference is multiplied by C (the 
velocity of sound). Finally, the location will be 
calculated by Chan algorithm.  

Chan [9] is a non-recursive algorithm used to 
solve bilinear equations. Besides, it has small 
calculation and high location accuracy when Gauss-
distributed noise is added to the system [10]. 

4. REALIZATION AND SIMULATION 
RESULTS  

4.1 Sensor Network After Optimization Of Fish 
Swarm Algorithm 

With the above system model, we assume that all 
the sensor nodes are completely identical, and their 
perceived radiuses are all r. In the three-
dimensional space, a node’s sensing range is a ball 
with the node as its centre. For example, the sensing 
range of two nodes can be shown in fig.2 

    
Figure 2 The Sensing Range Of Two Nodes 

Then all the initial sensor nodes’ coverage area is 
shown in Figure 3.   

    
Figure 3 All The Initial Sensor Nodes’ Coverage 

In the same way, all the sensor nodes’ coverage 
area after optimization of the artificial fish swarm 
algorithm is shown in Figure 4. 

 

Figure 4 The Coverage Area After Optimization 

4.2 Design And Simulation Of The Whole 
System 

We first generate the sensor network structure 
where the nodes are arranged with the artificial fish-
swarm algorithm and harmful acoustic sources. The 
harmful source can be generated randomly or be a 
manual number in the given range. Then we input 
the file name of testing audio, and click “open and 
play” to determine the sound source. Next, in order 
to recognize the source of sound, we get the 
characteristic parameters from the sound in the 
process of LPC and compare the parameters with 
the subsistent ones in data base. After that, the 
name of the testing audio whose parameters are 
most similar to the subsistent parameters will be 
obtained. Finally, the system locates and shows the 
source of harmful acoustic signals. At the same 
time, the error can be obtained through the 
comparison between the value of calculation and 
the given location of the harmful source. The 
simulation results are shown in Fig. 5. 

 

Figure 5The Simulation Of Whole System 
 

5. RESULT AND ANALYSIS 
All the simulation results are obtained by taking 

the average of results with ten different operations. 
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5.1 Optimized Sensor Network  
We assume that the initial average coverage of 

the sensor network is 89.6%. It can reach around 
96% after optimization with the artificial fish-
swarm algorithm. We can conclude that the 
artificial fish-swarm algorithm optimizes the sensor 
network very well in that it not only reduces the 
redundancy of the nodes concentration but also 
improves the utilization efficiency of nodes. 

5.2 Sound Recognition Based On LPC 
To simulate, we choose gunshot as the harmful 

acoustic signal and set 10 shots as the standard 
audio. Then use 17 test audio which includes 
original audio and audio with noise to do the test. 
The accuracy rate is 94.1%, which is indeed a high 
recognition rate. 

5.3 Localization Of Harmful Acoustic Signals 
The errors of the 10 experiments are shown in 

table1: 

Table 1: The Errors Of The 10 Experiments 

We can calculate the average error is 5.8 which 
means that the harmful acoustic signals can be 
localized accurately. 

6. CONCLUSIONS 
In this paper, we have proposed a scheme for 

harmful acoustic signals recognition and 
localization based on artificial fish swarm algorithm 

for wireless sensor network. We simulated the 
whole process including optimization of the sensor 
network, the recognition and location of harmful 
acoustic signals. We compared our system with the 
existing systems which realize the two aspects, 
separately. Simulation results confirm that the 
proposed system is of higher efficiency and better 
performance. 
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