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ABSTRACT

In Mobile Ad hoc Networks (MANET), reliability ingal time data transmission can be assured by
confirming the connectivity of the network. SinddANETs are characterized by dynamic topology
changes; the established connection must be medifor its consistency. In order to provide andmntan
connectivity, in this paper, we propose a reliatgal time data transmission technique in MANET gsin
connection possibility. In this technique, a paith high connection possibility is elected as thain path
using transmission path discovery mechanism. Initiaddto this, connectivity maintenance phase is
initiated during link failures and delayed repliés.this phase, the path with long link expiratibme is
chosen for data transmission. By simulation, wensti® performance of our technique. It providegbsé
connectivity for real time data transmission.

Keywords: Mobile Adhoc Networks (MANET), Data Transmissioon@ction Possibility

1. INTRODUCTION intermediate node. It completes the execution at
. L time DT2 and the processed data has to be

1.1 Real Time Servicesin MANET . . :
Mobile Ad Hoc Networks (MANETS) comprise delivered to another intermediate node before DT1.

L L .~ The real time data delivery time is T, which is
of self-configuring and self-organizing mobile

nodes, where they are connected by wireless Iinkobtalned by DT1-DT2. The size of delivered data

It offers multihop connectivity. Due to dynamic ghdf_le_xecutiﬁn_time aT computed using application-
topology, the network topology may change’moIIng techniques. [4]
quickly and unpredictably. The mobile nodes are In MANET, to deliver the data packets, the
equipped with limited resources such as power argburce depend on series of intermediate nodes to
bandwidth. [1] reach the destination. Consequently, reliability of
Multimedia has achieved favorable recognitio the network r.elies on the rpbustness of link bgtwee
for real time data transmission. The prominent roﬂahe |ntermed|§te nodes. Smcg, MANET consists of
) Wireless mobile nodes, the link must be provided

is played by wireless multimedia networks for 'tswith link repair and route reestablishment

wuje apphca‘uons. Tourist mforma}tlon, e—Iearnlngtechniques before a link breakage occurs. [5]
units, virtual museums and advertisement are someé

of the applications of multimedia network. Since, If not intermediate nodes are assumed stable and
the wireless communication offers large bandwidthreliable, the end-end reliability can be assured by
it can be utilized for multimedia applications. [B] the connection end points. [6] Misbehaviors that
view of the fact that MANET offers multihop occur in wireless network can be divided into two
connectivity, the source node should depend diypes as routing misbehavior and packet forwarding
intermediate nodes to reach the destination. Henamjsbehavior. The first type occurs when the link
achieving reliable data transmission througtailed to behave in compliance with a routing
intermediate nodes is a daunting task in ad hqurotocol. The latter type takes place when the link
networks. [3] is unsuccessful to transfer data packets in concord

The completion of real time process initiates the” ith a data transfer protocol 7]

real time data delivery process. The process begins
execution at time Pwith deadline time DT1 on
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12 Issues of Reliable Data Forwarding in  bandwidth between the source and destination
MANET nodes. After the task completes, their RTRD
All Mobile ad hoc networks lead to significant executes real time data delivery within the reqiliire
challenges in transmission of multimediatime ST. Further, to be robust to network failures,
streaming. Some challenges are described below, or to deliver large data chunks, their mechanism

: ... delivers data simultaneously in multiple paths.
» Because of infrastructure less and mobility Y e p

nature of MANET, malicious nodes can Meng-Yen Hsieh et al. [8have presented a
act as intermediate nodes to affect thenodel with a cluster-based multimedia service.
reliable link. [3] They have also proposed a probability measure for
« MANET characteristics such as dynamicpredicting stable and reliable transmission of
topology, multihop transmission, andmultimedia streaming. They have also proposed a
restricted transmission range introducgouting method called as PLCBRP, which combines
more complication in real time datathe cluster-based routing protocol with the
transmission. [8] prediction scheme. Their method has found the
« Itis very difficult to obtain good quality in optimum cluster based route for time-consuming
real time data delivery due to contentionmultimedia service with forward and backward
mobility of nodes and the interferenceconnectivity maintenance. Their model considers
between transmitting nodes. [4] link expiry and probability measures and uses the

« In MANET, wireless link characteristics ARC leader maintenance method.

such as inadequate transmission range, \j Renuka et al. [11have presented the security
hidden terminal .prot_mlem data transmissioframework  called, Reliable Data Security
errors and mobility induced packet losses\rchitecture (RDSA) for multi path multimedia
introduce reliability problems. [9] streaming over wireless network. They have
* In addition to characteristics of MANET, proposed their approach to improve multipath
the  network  congestion  rigorously routing efficiency in frequent communication
influences the reliability. [10] failures due to channel interferences. Furthery the
1.3Problem | dentification use multiple disjoint paths for different packetsia

In MANET, real time data packets are mordolerating the burst of packet losses in the cdse o
vulnerable to link failures and link breakages. Ifoute breakage due to channel interferences. In the
literature, there are some works for reliable rediontext of mobility, their RDSA requires that the
time data delivery in MANET. In addition to this, "oute discovery take place simultaneously with

most of the work does not provide any mechanisrigliable data. path.s.election. The original mes:*_.age
for connectivity maintenance. be secured is split into parts that are transmitted

reliable multiple paths.
In paper, [4] and [11] the authors have
considered multipath routing as a solution to Bernhard Hohmann et al. [1Zjave proposed a

provide reliable data delivery. However, one canndi®W Scheme for cooperative transmission in ad-hoc

assure perfect reliable path through multipatf€tworks, which achieves full diversity. Their
routing. scheme is a time slotted distributed protocol; they

have utilized this protocol to enhance transmission
To provide the foremost solution for reliable reain ad-hoc networks. They have achieved their
time data delivery, we propose a reliable real timgpjective by employing the well-known cooperative
data transmission technique using connectiogirtual multiple input multiple output (MIMO)
possibility. technique. Further, their protocol is evaluated by
2 RELATED WORKS considering bit error rate (BER), s_ignal to noise
ratio (SNR) and delay as target metrics.

Kai Han et al. [4]have presented a mechanism Sergio Cabrero et al. [13have proposed an
called “Real-Time and Reliable Data Delivery’overlay network solution with routing and
(RTRD) for real-time data delivery in ad-hocreliability mechanisms. Their Emergency Overlay
networks.  Their, mechanism makes use of Routing (EOR) protocol is a reactive protocol,
proactive wireless routing protocol (DSDV) forwhich integrated into a store-carry-forward
path finding and maintenance and timely delivergrchitecture. Their routing protocol selects ferry
data through a priori bandwidth reservation. Whilgyodes to transport video data from a camera in the
a task is executing, their RTRD reserves enougiicident Area to the Incident Chief's node, looking
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for the minimum delay, but reliable, candidate.
Further, they have also proposed a simple credit
based mechanism (RTCP+) to improve the
communication reliability.

3. RELIABLE REAL TIME DATA 9d=A —A.r=v [sing -v; [sing;and
TRANSMISSION USING CONNECTIVITY s=B -B.
PROBABILITY ' !
3.1 Overview 3.3 Reliable Real Time Data Transmission
In this paper, we put forward a reliable real time' €chnique , o
data transmission technique in MANET using Our technique provides reliability in two phases
connection  possibility. Initially, each node@S:
measures ovgrlapping area witr_\ it_s adjacent node. ., Transmission Path Discovery
Durmg. real time data transmission, the source Connectivity Maintenance
transmits query request to all its neighbors. Each
intermediate node updates the query request pack&3.1 Transmission Path Discovery
with its connection possibility value and forward Initially, each node computes its overlap region
towards the destination. At long last, the destimat Wwith adjacent neighbor. (As we discussed in
computes the connection possibility value for eachection-3.2) This overlap region of two adjacent
path and chooses the one with highest connecti®®des is known as connection possibility (CP),
possibility value. When the link fails, thewhere it is formed by the intersection of
corresponding node initiates the connectivitfransmission zone of neighboring nodes. Consider
maintenance process. Thereby, it sends connectiviNl and N2 as two nodes and their transmission
maintenance message to all its two hop neighbor@nges are T1 and T2 respectively. Their
Each neighbor node estimates the link expiratioverlapping area is picturized in figure-1.
time and reply back to the initiator. Among
available paths, the initiator elects the path with 1 R
long link expiration time. -~ :

—(pg+rs)+/(p? + )R- (ps-ar)*  (3)
p2 +r2

LET(LLL2)=

Whereasp =V; [Jcosg, — v, [cosd, ,

3.2 Computation of Metrics

3.2.1 Node Overlap Region Prediction

Let S and D be the source and destinatior
respectively. Consider the source at point S $p
and the destination at D {D;). Assume that the
transmission range of nodes takes the shape of
circle with radius R. The overlap region of two
adjacent nodes are represented by O and it |

obtained as, [14] Figure-1 Overlapping Area of Two MNodes
d Every node keeps CP value in neighbor table
o=R-—=% (1) (N). The neighbor table (N) encompasses of node
) 2 ) ) id, neighboring node id, hop count and connection
Where @, is the Euclidean distance betweerpossibility (CP). The neighbor table is portrayed i
source and destination. table-1.
_ _ 2 _ 2 Table 1: Neighbor Table
dsp = \/(S' Si) (Di Di) @ Node | Neighboring| Hop | Connection

ID node ID | Count| Possibility

3.2.2 Link Expiration Time (LET) Estimation (CP)

Let N1 and N2 be the two nodes and they are at
position (A, B;) and (4, B)) respectively. Consider Once the real time process is completed and
that both nodes are moving with velocitigsaud y ready for transmission, the source node transmits
in directionsf/andd, . The Link Expiration Time QUERY-REQ packet to all its neighbors in N.

(LET) of a link L1 and L2 between nodes N1 andVhile receiving QUERY-REQ message, the
N2 can be computes as below, [15] intermediate node observes for its node id. Iftso i

updates its CP value and forwards to neighboring
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nodes. Otherwise, it simply hands out the packet whosen path. Connection possibility value differs
other nodes. By crossing the intermediate nodesignificantly from a node to another. The path that
the QUERY-REQ packet finally reaches thehas maximum CP value is less prone to link and
destination. The format of QUERY-REQ packet ipath failures. Moreover, it provides reliable

shown below in Table-2. transmission for real time data.
Table 2: Format Of QUERY-REQ Packet 3.3.2 Connectivity Maintenance
Node ID Sequence Connection Since, MANETs are characterized by dynamic
Number Possibility topology changes; the established connection must
(CP) be monitored for its consistency. Connectivity

ensures the reliability of paths. Connectivity
As soon as receiving the QUERY-REQ packetmaintenance is performed in the following way,
the destination node estimates the CP value for
every path. The path value is attained b
aggregating the CP value of nodes along that pa
That is,

When a node does not obtain data packets from

#s previous node or the link between the nodes

unexpectedly breaks, then a special connectivity
message (CMESS) is flooded within the two hop

R wll neighbors, by that node. Node that initiates the

P (CP)—zileP(Ni) () maintenance phase is known as initiator. The

Where, P (CP) denotes the connectionCMESS encompasses of node id, destination id,
possibility (CP) value of path i, Mepresents node neighbor list, and minimum link expiration time.

by the side of the corresponding path. The CMESS have the following format, (Table-3)
After calculating the CP value for all paths, the Table 3: Format Of CMESS

destination selects the path with maximum | Node | Destination| Neighbor| Minimum

connection probability. Thenceforth, the destimatio Id Id List Link

sends QUERY-REP to the source in the chosen Expiration

path. Time

For instance, in figure-2, the circles 1, 2... 16 a While receiving the CMESS, two hop neighbors

nodes, S and D represents any source a mputes their LET with adjacent node as per

destmat.lon pair. P1, P2 ant_:j P‘f’.’ are path 1, 2 section-3.2.2 and sends reply to the initiator node

respectively. As soon as estimating the cumulativ. he reply message includes node id and its LET

value of CP for P1, P2 and P3, the destination (D - -
alue. Node that initiates the connectivity

sele_cts . P2 as t_he chosen path. Further, tr?1('Jiaintenance phase, updates its routing table from
ggj:?f“on transmits QUERY-REP message to t}}?le upcoming reply messages. From the replies of
' CMESS, the node gets additional path to the
destination and updates them in the routing table.
Among the available paths, it chooses the path with

@ i long link expiration time and transmits real time

@ @ @ data steam in that path.
‘QN‘ The overall process is described below in two
: o algorithms. Algorithm-1 illustrates the process of

path  selection and Algorithm-2  portrays

D connectivity maintenance process.
(Dn ()

@ Algorithm-1

Step-1
Fath 1 Source transmits QUERY-REQ packet to all
— % Pah2 neighbors
Path 3
Source Nodé] BYFTER - All Neighbors

Figure-2 Path Selection Using Connection Possibility

Step-2
Each intermediate node computes connection
On receiving the QUERY-REP message, th@ossibility (CP) (Using equation (2)) and updates i
source transmits the real time data in that optim&UERY-REQ packet
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Intermediate NodBl €7 - Destination independently with the same average speed. All
Step-3 nodes have the same transmission range of 250

; } eters. In our simulation, the speed of the mobile
pacllrg:rtr;?r?;a(tjisr:;c;?izgorwards the QUERY-RE ode is varied as 5,10,15,20 and 25 and pause time
Step-4 is 5 seconds. The simulated traffic is Constant Bit

Destination computes the aggregate CP valljg_ate (CBR) and Video. For each scenario, ten runs
for each path as (equation-4) with different random seeds were conducted and
Step-5 the results were averaged.

Selects the path that has higher CP value andOur simulation settings and parameters are
send back QUERY-REP message to the sourggmmarized in table 4

node . .
Step-6 Table 4. Simulation Parameters

The source transmits real time data through th No. of Nodes S0
chosen optimal path Area Size 1000 X 1000

Mac 802.11

Algorithm-2 Transmission Range 250m
Step-1 Simulation Time 50 sec

During the time of link failure and delayed reply, | Traffic Source CBR and Video
the node initiates the connectivity maintenance| No. of flows 2 CBR and 2Vide0
phase Rate 250kb
Step-2 Mobility Model Egir;(ttlom Way

.The initiator floods CMESS to the two hop Speed 5m/s 10 25m/s
neighbors -

o s Pause time 5s
The initiator O .  Two-hop

neighbors 4.2 Performance Metrics
Step-3 We compare our proposed Reliable Realtime

The two-hop neighbors estimate LET accordindata Transmission by Connection Probability
to equation (3) (RRDT-CP) technique with RTRD [4] protocol. We
Step-4 mainly evaluate the performance according to the

The two-hop neighbors send reply to CMESSollowing metrics:

with LET value Aggregated Bandwidth: We measure the

Step-5 7 . :
The initiator updates new paths in its routingrece'veOl bandwidth for all traffic flows
table Packet Delivery Ratio: It is the ratio of the
Step-6 number of packets received successfully and the
Chooses the path that has long LET value total number of packets sent

4 SIMULATION RESULTS Throughput: It is the number of packets
received successfully.

4.1 Simulation M odel and Parameters

We use NS2 [16] to simulate our proposed
Reliable Real-time Data Transmission usind)
Connection Probability (RRDT-CP) protocol. In4.3 Results
our simulation, the channel capacity of mobileEffect of Varying Speed
hosts is set to the same value: 2 Mbps. We use theln the initial experiment, we vary the speed of
distributed coordination function (DCF) of IEEE the node as 5,10,15,20 and 25m/s with the number
802.11 for wireless LANs as the MAC layerof nodes as 50. The results are given below.
protocol. It has the functionality to notify the
network layer about link breakage. In our
simulation, 50 mobile nodes move in a 1000 meter
x 1000 meter region for 50 seconds simulation
time. Initial locations and movements of the nodes
are obtained using the random waypoint (RWP)
model of NS2. We assume each node moves

Packet Drop: It is the average number of
ackets dropped at each receiver.

e —
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Speed Vs Received Bandwidth | Speed Vs Throthpm | 23 |

05 Since RRDT-CP routing preserves connectivity,
04— the aggregated bandwidth, throughput and packet

g 03 ~_ —¢— RROT-CP delivery ratio are high, when the mobility is
o1l ¥ o T —=— RTRD increased. As we can see from Figure 3, Figure 4

o . and Figure 6, RRDT-CP has high aggregated

5 10 18 20 25 bandwidth, delivery ratio and throughput,

Speed(m/s) respectively, when compared with RTRD.

Similarly in figure 5, we can see that the packet

Fi 3: Speed Vs Bandwidth .
gure peed Vs Eandwi drop is less for RRDT-CP than RTRD.

Speed Vs Delivery Ratio . Table 5 presents the average percentage of
improvement of RRDT-CP over RTRD for all
o 06 parameters, when the speed is varied.
g o4 famee ——reore?| 5. CONCLUSION
g 02 —=RTRD
] 0 -\-\:hi‘ In this paper, we have proposed a reliable real
5 10 15 20 25 time data transmission technique in MANET
through connection possibility. Before forwarding
Speed(m/s) "\ . .
real time data, the source disseminates request
. . . . message to all neighbors. The request message
Figure 4: Speed Vs Packet Delivery Ratio collects the connection possibility (CP) informatio
from all intermediate nodes and then reaches the
Speed Vs Packet Drop destination. The connection possibility of a nosle i
computed by deriving overlapping area of two
6000 adjacent nodes. By aggregating the CP values, the
£ 4000 e e RROT.CP destination measures the cumulative yalue_ of CP
2 000 /'/'/ | | = RO for each path and elects the path with high CP
o W value. Subsequently, during link failures and
0 — delayed replies connectivity maintenance phase is
5 10 15 20 28 triggered. Node that initiates the triggering psse
Speed(m/s) became the initiator. It gathers the link expiratio
time from neighboring nodes and chooses the path
Figure 5: Speed Vs Packet Drop with long link expiration time. By simulation, we
have shown the performance of our technique. It
Speed Vs Throughput providgs .reliable connectivity for real time data
transmission.
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