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ABSTRACT 
 

Orthogonal frequency division multiplexing (OFDM) has been considered as a kind of effective means to 
realize wideband data transmission by applying multiple low rates and parallel data transmission sub-
carriers. A very important characteristic of wireless channel is multipath propagation, which makes the 
received signal overlap, and leads to inter symbol interference (ISI). Therefore, OFDM channel estimation 
is an important part of OFDM system. This paper proposed a channel estimation algorithm based on 
Kalman filter compression sensing (KF-CS). By the combination of KF and CS algorithm, the KF-CS gets 
higher estimation precision with fewer pilots compared with classical algorithms. We adopted LS, 
LMMSE, CS, KF and KF-CS algorithms in pilot insertion method, obtained complete channel spectral 
response and got effective comparison of mean square error (MSE) of the channel response. Simulation 
results show that the proposed algorithm of KF-CS has better accuracy than KF algorithm, and can reduce 
pilots. So the proposed algorithm can get good channel estimation performance with fewer pilots and 
improved spectrum efficiency. 

Keywords: Channel Estimation (CE), Compressed Sensing (CS), Kalman Filter (KF), Orthogonal 
Frequency Division Multiplexing (OFDM) 

 
1. INTRODUCTION 
 

Wireless signal transmission in mobile 
communication channel is a very complicated 
process, in order to recover the signal accurately at 
the receiver, there are some methods which can be 
used for  resisting multipath effect on transmission 
signal, such as load balancing, multiuser detection, 
and the space multiplexing technology, all these 
methods depend on wireless channel state 
information (CSI), which is the basic information 
for correctly demodulating out all sorts of aliasing 
signal,  and it’s necessary to estimate parameters of 
the transmission channel at the receiver. 

At present, the classic OFDM system channel 
estimation algorithms are the least square (LS) and 
linear minimum mean square error (LMMSE) [1]. 
But due to the initial LS estimation without 
considering the impact of noise, although the 
algorithm is simple but the estimation performance 
is poor. Candes, Tao and Donoho formally put 
forward the concept of compressed sensing 
theory[2,3] in 2006, considering the sparse 
characteristic of wireless channel, and were quickly 

applied successfully to channel estimation in 
OFDM system[4-7]. Because CS uses the statistical 
characteristics of channel model as the priori 
information, and its reconstruction algorithm can 
effectively reduce the computational complexity 
and the requirements of sampling point. In [8], CS 
is applied to two-way relay system, which indicates 
CS can play a broader role in channel estimation.  
For the sake of improving the performance of 
channel estimation, literature [9,10] introduced 
several CS reconstruction algorithms. However, the 
above  documents do channel estimation in slow 
changing system. For time-varying channel, 
Kalman filter [11,12] is a good choice for channel 
estimation, but the traditional Kalman filtering 
method needs to insert pilot signal, witch results in 
the reduction of transmission efficiency. On the 
other hand, the combination  of KF and CS 
estimation algorithm can get higher estimation 
accuracy  for time-varying channel. 

Kalman filtering, as a typical estimation theory, 
has a wide range of application in image, radar and 
navigation fields. Recently, CS theory has become 
an important method in sparse signal processing. It 
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breaks through the sampling rate limit of traditional 
Nyquist sampling theorem. When the signal in a 
certain transform domain has sparse characteristic, 
the rate of the signal sampling can be lower than 
the Nyquist sampling rate. Considering the 
complexity of system channel estimation algorithm, 
this paper introduced a method combined the 
Kalman filter and CS technology in OFDM 
channel. From the known sparse support set point 
of view, the Kalman filter can obtain channel 
estimation with minimum mean square error 
(MMSE), and the compression support set of the 
channel can be determined by CS technology. So 
the combination of Kalman filter and CS can get 
desired effect with lower signal-to-noise ratio 
(SNR) and the requirements of the observation 
dimension are reduced. Compared with other 
traditional channel estimation algorithms, the 
proposed KF-CS algorithm has better application 
prospect in sparse signal analysis. 

Through the following sections, this article 
discusses the principle of the proposed KF-CS 
algorithm. And for the sake of demonstrating the 
algorithm by simulation compared with traditional, 
specific content is as follows: the second part, 
introduced OFDM system sparse channel model 
and channel estimation technological process; the 
third part, introduced Kalman filter algorithm and 
CS technology to estimate channel respectively; the 
fourth part explained the  feasibility and estimation 
steps for the KF-CS method; the fifth section made 
some corresponding simulations to compare KF-CS 
channel estimation algorithm and the traditional 
estimation algorithm, to verify the new KF-CS 
algorithm is more effective than other algorithms 
with lower computational complexity; section six 
concluded this paper. 

2. OFDM SYSTEM MODEL 
 

OFDM is a highly efficient multi-carriers 
transmission technology, N sub-carriers divide the 
channel into N sub-channels for parallel 
transmission, and it has very high spectrum 
efficiency. The receiver adopts incoherent detection 
and coherent detection in OFDM systems. For 
incoherent detection, the transmitter does 
differential coding with  continuous symbols of 
sub-carriers  which are corresponding to OFDM 
codes. Then uses IFFT processing and adds protect 
interval. The biggest advantages of incoherent 
detection are that the channel state information is 
not necessary and complexity is low for the 
receivers. However, incoherent detection is only 
applicable in transmission system with low data 

rate. Therefore, in order to perform the high-speed 
data transmission, we generally consider the 
coherent detection in OFDM system, and the data 
on the subcarrier are demodulated by PSK or QAM 
modulation scheme. 

The principle diagrams of OFDM system and 
wireless channel estimation are shown in the 
following Fig.1 and Fig.2. Firstly, the sender does 
convolution and interleaving, and then goes to 
QAM mapping, inserts pilots after de-serialization, 
again completes sub-carrier modulation through the 
IFFT transform, finally adds circulation prefix, and 
sends into the multipath time-varying channel. 
Similarly, the receiver removes the cycle prefix, 
and takes out the pilots for channel estimation, then 
does channel compensation and completes data 
detection according to the estimation results. 
Suppose the length of cycle prefix is greater than 
maximum delay of multipath, and has a very good 
synchronization, therefore, the ISI and inter carrier 
interference (ICI) can be ignored. 

interleaveconvolution 
code

QAM 
mapping

serial /
parallel

insert 
pilot

IFFT
insert
CP

parallel /
serial

Viterbi 
decode

inverse 
interleave

QAM 
inverse 

mapping

serial /
parallel

parallel/
serial

remove
CP

FFT
channel 

compensation 

channel
estimation

channel

 Fig.1 System Structure of OFDM 
 

Extraction of 
pilot signal

Extraction of 
pilot signal

Extraction of 
pilot signal

The known 
pilot

Signal by 
FFT

)(kY )(kYρ

)(kX γ

)(kH ρ
∧

 
Fig.2  Channel Estimation Diagram 

 
Hypothesis discrete OFDM channel model as 

follows, 

∑
−

=
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In (2-1) L is the channel length of OFDM system, 
and sTL /maxτ= ( maxτ is maximum delay,

sT is 

sampling period). 
The vector T

Lhhh ],...,[ 10 −= only has fewer nonzero 

value. Then the received signal vectorY can be 
expressed as, 

vXWhvXgY +=+=              (2-2) 

In (2-2) ),...,,( 21 NxxxdiagX = and g is channel 

frequency response, v is Gaussian white noise, 
W can be expressed as, 
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Hypothesis P represents pilots of OFDM 
system,S is the position of pilots ofN sub-carriers. 
Then the pilot signal at receiver can be expressed as, 

PPPP vhWXY +=                    (2-3) 

In (2-3), SYYP = , T
P SXSX = , SWWP = , SvvP = , 

by PPP WXY ,, , we can estimate vectorh , and get 

channel frequency response by Whg = .  

 
3. KF AND CS PRINCIPLE  
 
3.1  KF Algorithm 

Kalman filter is a kind of iterative LMMSE 
estimation method, each iteration uses the measured 
value of the current and past. On the other hand, 
Kalman filter brings in the conception of state, and 
uses state equation of the system to describe the 
process of estimating parameters in each moment. 
So we can apply Kalman filter in non-stationary 
processing. The optimal criteria of Kalman filtering 
and the estimation criterion of MMSE are about to 
ensure that the MSE of every moment estimation is 
minimum. Considering Gaussian noise interference 
of linear discrete system as follows, 

)1()1,(

)1()1,()(

−⋅−+
−⋅−=

kUkkT

kXkKFkX
           (3-1) 

 )()()()( kNkXkHkY +⋅=             (3-2) 

In (3-2), )(kX  and )(kY are state vector and 

observation vector respectively. )1,( −kkF is state 

transition matrix, )(kU is noise, )1,( −kkT is system 

control matrix, )(kH is observation matrix and 

)(kN  is observation noise. 

Equation (3-1) is the state equation, and equation 
(3-2) is the measurement equation. The main 
principle of KF algorithm is to get state estimation 
by feedback control. Therefore, KF can mainly be 
divided into the following two steps: time update 
and measurement update. Time update is also 
known as the forecast period, which is mainly 
based on the current status and error variance 
estimation, and its objective is to get the time point 
of a prior estimation. Measurement update is 
mainly used for feedback, which improves 
estimation accuracy by introducing new 
measurements in a prior estimation. The two stages 
of the specific calculation method apply the 
following iteration steps, 

Predicted value: )1()1,()( −⋅−=
∧

kXkkFkX  

1, Calculate pre-estimate covariance matrix, 

t

t

kkTkQkkT

kkFkCkkFkC
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−××−+

−××−=
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2, Calculate Kalman gain matrix, 
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∧∧∧
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tkNkNkR )()()( ×=  

3, Update estimation, 
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4, Calculate estimation of covariance matrix after 
Update, 

[ ]
[ ]

( 1) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )
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∧ ∧
+ = − × × ×
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3.2  CS Theory 
CS is mainly aimed at sparse signal or 

compressible signal, which plays sampling and 
compression simultaneously. 

Assuming that a signal is )( NRff ∈ , its length is 

N. Transform base vector is ),...,2,1( Nii =Ψ , to 

transform the signal as follows, 

ψαψ ==∑
=

N

i
iiaf

1

               (3-3) 

Supposeα only has K ( KN >> ) nonzero value or 
close to zero by exponential attenuation after 
transformation in formula (3-3), so the signal is 
sparse. In the premise of known compressed signal, 
CS process can be divided into two steps, 

Firstly, design a )( NMNM <<×  dimension 

observation matrix to measure signal, the matrix is 
not relevant to the transformed base,  get1×M  
order measurement vector. 
Secondly, reconstruct according to the 
measurement matrix. Do linear project for signal, 
and obtain measured value namedy that can be 

expressed as, 

fy ϕ=                             (3-4) 

In (3-4), ϕ is a NM × measure matrix, which makes 

measured content reduced to M dimension. So that, 

αϕψαϕ CSTfy ===              (3-5) 

Due to thatM is much less thanN , for formula (3-
5) the number of equations is less than that of 
unknowns, by mathematical theory, this equation 
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has more than one solution. Therefore, CS 
usesf vector, which isK sparse, and measurement 

matrix CST  needs to meet restricted isometry 
property (RIP). When the specific position of 
nonzero value inf vector is unknown, through 

optimization theory, it can recover the initial signal 
from the observation vector. 

Signal reconstruction algorithm is the core of CS 
theory, it is to accurately recover the original high 
dimensional data from the low dimensional data, 
and the reconstruction accuracy is very important. 
The typical algorithms include basis pursuit (BP) 
which based on the norm minimum greed tracking 
series algorithm, and other algorithms such as the 
matching pursuit (MP), orthogonal matching 
pursuit (OMP) and so on. This paper mainly 
introduced the general OMP algorithm. 

The basic idea of OMP algorithm is to select 
column in ϕ with greed iterative method, the 

selected column must be related greatest to the 
current redundancy vector in each iteration, then 
subtract the relevant parts from measurement vector 
and repeat iteration, until iterations reach the sparse 
degree K .  

The core algorithm steps are shown as follows, 

Input, the sensing matrix is CST , sampling vector 
is y , and the sparse degree isK ; 

Output, the closed estimation is
∧
f ; 

Initial, the residual yr =0 ,  

index set Φ=∧0 , 1=t ; 

Cycle steps are as follows, 

Step one, find residualr and the corresponding 
subscriptλ of max column

jT product of sensing 

matrix. Namely,  

jtNjj Tr ,maxarg 1,...,1 −==λ  

Step two, update the index set { }ttt λ∪∧=∧ −1
, 

record reconstruction atomic set in the found 
sensing matrix [ ]

t
Ttt λϕϕ ,1−= ; 

Step three, through the LS, deduce the following 
formula, 

2

maxarg
∧∧

−= fyf tt ϕ  

Step four, update residual, 

∧
−= ttt fyr ϕ , 1+= tt  

Step Five, determine whether it meets kt f , if 
it meets, then stop the iteration, otherwise executes 
step one. 

In each iteration process, OMP algorithm selects 
the best matching atom to reconstruct sparse 
approximation from over-complete atom library 

(namely ϕψ=csT ), and finds the residual of 

signal, then continues to select the most matching of 
the atoms with signal residual. After a certain 
number of iteration, the signal can be made linear 
expression by some atoms. Then makes the chosen 
atomic group orthogonalization recursively for 
ensuring that the iterative optimality. So OMP 
algorithm is very suitable for sparse multipath 
channel estimation. Compared with LS, LMMSE, 
OMP needs fewer pilots 

4. CHANNEL ESTIAMTION ALGORITHM 
BASED ON KF-CS 

 
According to the above content, we combined 

adaptive Kalman filter with CS to estimate OFDM 
channel parameters. According to OFDM system of 
basic model, firstly, using CS technology for the 
init channel estimation, and then process the 
estimation based on theh , using the adaptive 
Kalman filter to predict a group of newh value, and 
finally we can get the whole channel frequency 
response value.  

The main implementation steps of the proposed 
algorithm are as follows: 

1) Initialization parameters: non zero channel 
estimation of the response set Φ=Γ (empty set), 

00 =P . 

2) In the first OFDM symbols, using the received 
signals and the known pilot sequence to estimate 
pilot frequency positions of the initial value: 

      
)1(

)1(
)1(

~

X

Y
H =                            (4-1) 

3) OMP algorithm is adopted to estimate the 
initial CS, through which to get nonzero response 

sets Γ and  Kalman iterative initial value 1
∧
h , the 

detailed steps are as follows, 
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The first step: initialize the iteration index 1=l , 

setting the initial residual value )1(
~

0 HR = ; 

The second step: look for a position index 

jtNjt FR ,maxarg 1,,2,1 −==
L

λ , in which jF  

represents FFT matrix section j  column; 

The third step: update ttt λ∪Λ=Λ −1  

according to tΛ calculate FFT submatrix subFFFF ; 

The forth step: use the least square algorithm to 
solve the following problems: 

2
minarg ZZZZFFFFRRRRZZZZ ⋅−= subt  get tZZZZ  

The fifth step: calculate the residual 
error tsubtt ZZZZFFFFRRRRRRRR ⋅−= −1 , when kt < , return to 

second step, while kt = , stop the iteration; 

The sixth step: restore the original channel using 

position set tΛ . 

4) For number j )2( ≥j OFDM symbol, 

calculate parameters 
2

2

1−

∧∧
−= jjj hhr  before 

channel estimation, and compare with the preset 

threshold j∈ . If jjr >∈ which indicates that the 

time-varying channel response position has 
changed, on this condition, we can  estimate the 
channel coefficient values by KF algorithm, but 
because of  multipath time delay which causesthe 
position change, this will lead to the failure of 
demodulation at receiver. Thus it still need to use 
CS technology to estimate delay parameter of the 
non-zero coefficient path  and non zero set Γ . 

5) If jjr <∈ in above 4), which demonstrates 

that position has not changed, then we can track  

the channel impulse response jh
∧

directly according 

to the last non-zero set Γ . 

6) Update the system noise covariance matrix Q  

and the measurement noise covariance matrixR .  

 7) 1+= jj , return to the step 3 ) for the next 

iteration. 

According to the filtering cycle formula we can 
predict channel estimation value. Now we consider 
to compare the channel MSE of different channel 

estimation algorithms, and the MSE is defined as 
follows, 


















−

∑

∑
∧

i
i

i
ii

hE

hhE

2

2

                     (4-2) 

In (4-2), ih is vector elements ofh . 

5. SIMULATION RESULTS AND 
ANALYSIS 

 

According to the algorithms described above 
sections, we apply 16QAM as modulation method, 
using Rayleigh multipath fading channel as the 
transmission channel, using MSE to measure the 
kind of channel estimation algorithms, and compare 
with  traditional OFDM channel estimation 
algorithm, such as LS, LMMSE and KF algorithms. 
The MSE of channel and frequency response curve 
are as follows, 
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Fig.3  Contrast Figure of LS, LMMSE and CS Algorithm 

From the Fig.3 we can see the performance of 
the CS algorithm is better than LS and LMMSE 
algorithm obviously. This is because the LS 
algorithm doesn’t consider the influence of channel 
noise, and CS uses the OMP algorithm to estimate, 
which can better reconstruct channel frequency 
response. In addition, LMMSE algorithm doesn’t 
consider the sparse of channel, which is very 
important for the estimation result, so to reach the 
same estimated MSE of the channel, the 
reconstructed algorithm based on CS is more 
efficient under the same SNR. 
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Fig.4  SNR-MSE Figure of LS and KF Algorithm 

As the Fig.4 shows that Kalman filter can 
significantly lower MSE of the channel estimation 
compared to the LS algorithm, and can make a very 
good approximation of the true channel. This effect 
is brought by the algorithm itself characteristics of 
Kalman filter. In each iteration, the Kalman filter 
updates channel estimation error, and adjusts 
estimated value for the next iteration, especially in 
Gaussian noise environment it can accurately track 
time-varying channel. 
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Fig.5  SNR-MSE Figure of LS , KF and KF-CS Algorithm 

As the above Fig.5 and Fig.6 shown, after 
improving Kalman algorithms by CS technology, 
KF-CS performs significantly better than traditional 
KF algorithm and the classic LS, LMMSE 
algorithm, this is because the KF-CS method firstly 
estimates the nonzero response location sets 
through the OMP algorithm, then estimates the 
initial value by Kalman filter. But the traditional 
Kalman filter initial value requires assumptions, so 
the proposed KF-CS can reduce the MSE of the 
channel estimation. 
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Fig.6  Contrast Figure of KF, KF-CS and True Channel 

6. CONCLUSIONS 
 

To play channel estimation in OFDM system, 
this paper proposed a kind of channel estimation 
algorithms, which is combined Kalman filter and 
CS. We applied under-sampling to direct sequence 
modulation signal, it not only reduces the sampling 
node, but also builds random observation process 
model of CS, then at the receiver, we used KF-CS 
reconstruction algorithm to estimate the channel 
time domain response. Simulation results show that 
the proposed KF-CS has lower channel estimation 
MSE, which can reduce the pilot quantity and 
improve the spectrum efficiency. For channel 
estimation, by CS, we can get the pilot signal 
location by random selection to achieve optimal 
performance, i.e. randomized pilot pattern that can 
approximately satisfy the sensing matrix constraint 
isometric condition. However in this case the 
performance of channel estimation is random, not 
whether can we design the best fixed pilot pattern, 
to make the performance  of channel estimation 
with higher accuracy and stability, but how to 
design such a pilot pattern, which is worthy of 
taking the next step. 
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