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ABSTRACT

In this paper, a constrained mean-variance modebistructed for the portfolio optimization probkem
The model is a mixed quadratic integer programnpngplem, and it is too hard to solve by using the
traditional optimal algorithms. The purpose of tipigaper is to use a heuristic algorithm to solves thi
problem. Combined with the differential evolutiaimasegy, a new hybrid artificial bee colony algbnit is
proposed for solving the constrained mean-variammelel. In the new hybrid artificial bee colony
algorithm, a new search scheme and obsolete rukegpr@sented to improve convergent speed of the
algorithm. Computational results show that the dljm has great capability to solve the portfolio
optimization problem. It supplies a new methodgolving the portfolio optimization problem.
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1. INTRODUCTION portfolio optimization problem [3]. Fieldsend et al
and Jobst et al. discussed the computational aspect

Portfolio optimization is one of the mostin presence of the discrete asset choice consraint
important  problems in  modern financial[4][5]. In [6], genetic algorithm, tabu search and
management, which addresses the problem simulated annealing were applied to solve the
allocating a particular amount of wealth among aardinality constrained portfolio optimization
given set of assets in financial market properlyproblem, and outstanding results were obtained.
such that the investor can obtain the highest meturFernandez [7] used neural network algorithm to
along with the lowest risk. When investors seek theolve the portfolio optimization problem and
high returns, it always accompanies with the highompared the results with that in [6]. The results
risks. In the 1950’s, a fundamental research am thindicated that neural network  algorithm
problem was given by Markowitz [1][2], who outperforms the other algorithms in [6]. In [8]eth
proposed the mean-variance model (MV) in hiparticle swarm optimization was used to portfolio
researches. The key point of the MV model is to usaptimization problem, and part of the results at te
the expected returns of a portfolio as the investmeproblems also performed well.

return and the variance of returns of the portfako . . : .
. . : The entire algorithms mentioned above have their
the investment risk. The mean-variance mode|

. . . Oown advantages for solving portfolio optimization
proposed by Markowitz plays an important role in :
: . roblem. However, there are still some shortages,
the modern portfolio selection theory. However, th .
. -such as slower convergent speed and easily trapped
MV model - was constructed under StrICtIy'n the local optima. To overcome these issues
assumptions, such that it is not always suitabie f puma. . '
ased on the artificial bee colony algorithm, a

{ne MV model, 2 consirained mean-iariance moglybid artficial bee colony aigoritm (HABC) i

is proposed. proposed_ for.constralned portfth optimization

problem in this paper. The artificial bee colony

Recently, there are some researches usimdgorithm (ABC), proposed by Karaboga, is

heuristic methods and artificial intelligentrecently introduced optimization algorithm which
algorithms to solve the portfolio optimizationsimulates the foraging behavior of a honey bee

problem (see for example, [3-10]). Arnone et alcolony (see for example, [11-15]). In the HABC
were the ones who first applied genetic algoritbm talgorithm, a new search scheme and the obsolete

s
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rules are presented to improve convergent speed, N N N

while differential evolution is introduced to min A[ZZ)QXJJ”}— (1—/1){2)(“4}
maintain the population diversity. Furthermoreg th i i=1

Deb’s selection rule is employed to make sure that N
the candidate solutions are feasible in the search St. Z
area. Experimental results and comparisons i=1
demonstrated the effectiveness and efficiency ef th N
proposed HABC. Z

The rest of the paper is organized as follows. In £7
Section 2, the portfolio optimization problem is )
described and the constrained mean-variance model z 0{0,1,i=1,...,N.
is presented. In Section 3, the hybrid artificiakeb (2)

colony algorithm for constrained mean-variance
model is proposed. In Section 4, some supportir% HYBRID ARTIFICIAL BEE COLONY

numerical experiments are presented. Finally, a ALGORITHM
conclusion is provided in Section 5.
' PROBLEM FORMULATION algorithm proposed in this paper is a new algorjthm

which combines an improved artificial bee colony
(IABC) algorithm and differential evolution (DE)
Consider a financial market where an investor16]. The main idea of HABC algorithm is as
can trade N risky assets. Assume thatfollows:

4 represents the mean returns of itk assetJ; First, a new search strategy is constructed to

is the covariance of thieth asset and thd th asset MProve the convergence speed;

returns, A J[0,1] is the risk aversion parameter, Secondly, the obsolete rules are introduced to

- ) . further improve the convergence speed;
and decision variable< represent the proportion

an investor invest on thith asset. Therefore, the . Finally, execute the differential evolution to the

) del be d ibed as foll individuals in the population to protect the mainta
mean-variance model can be described as followsy, population diversity.

: N & - 3.1 Differential evolution
min A X0 |—(1-A !
L:HZ:;X ! "} ( )LZ:;)Q’U'} The main idea of DE is that starting from the

initial random population repeat the three

st. ZK =1 operations: mutation operation, crossover operation
= and selection operation, until the optimal soluti®n
0<x <1 i=1 N obtained. In the selection operation, the idea of

survival of the fittest is employed to select the
(1) optimal individual by its fithess function value.

For everyA J[0,1], by solving problem (1), a  Here, the mutation operation can be described as
pair of mean returns and risk values can be otdainéollows:
All these pairs consist of the efficient frontier, _
which is called the standard efficient frontier. U=X,+F(X,=X3), ©

Assume thatK represents the number of asset{nere Xi1s Xip s X5 represent three different

needed to be selected in portfolig, and J random selected individuals in the populatidn,
' _is the amplification factor of the difference vetto
represent the lower bound and upper bound of the

i th asset, respectivelyZ is a 0-1 variable, when ~ The crossover operation is:

u@i), p=<CR,
x(i), p>CR,

Z =1 the i th asset is selected in the portfolio;

i=1..N, &

when Z =0 the i th asset is not considered in the

portfolio. Thus, the constrained mean-variance
model can be constructed as:

e
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where CRO[0,1] is the crossover control If the abandoned food sources, the scout bee
parameter,p is the random number {©,1]. discovers a new food source according to

3.2 Artificial Bee Colony Algorithm x; = x"™ + rand(0,) (™ - x™), (7)
The artificial bee colony algorithm (ABC), max i
proposed by Karaboga, is recently introducewhere X;™ and X;™ are the upper and lower
optimization  algorithm ~ which  simulates  thepoynds of thej th dimension of the problem space.
foraging behavior of a honey bee colony. In ABC
algorithm, the swarm population consists of Although ABC algorithm is a well-performed
employed bees, onlooker bees and scout be@d;gorlthm for many optimization problems, there
Employed bees exploit the food source and shaséll have several shortages. To overcome these
the information to the onlooker bees. Onlooker bedssues, an improved artificial bee colony is
further exploit the food source based on theroposed below.
information shared by  employed ~bees. Th%.S Improved artificial bee colony algorithm

employed bee whose food source has been ) i
abandoned becomes a scout bee to search a neW©r the constrained mean-variance model, the

food source. search strategy of the IABC algorithm is as follows
The basic steps of the ABC algorithm are given _ _ 1 _
below. 2 =round 1+ e % (F %)) . @
Initialize. X _ Xijk +¢?jk (Xijk —lek), zijk =1, o
Repeat: UV 5 —
. ‘ Xijk ! Zijk =0,

Place the employed bees on the food source on
the memory; where @ =0.06; 1<m< N ; k=1,2,-- m;

Place the onlooker bees on the food source an ] are ran.domly selected  index, - and
the memory; 104, 2,...,N}, jO{,2,...,N}, | #i; @, is

Send the scouts to the search area fohe random number if—1,1].

discovering new food source. )
Furthermore, when the decrement of optimal

until requirements are satisfied. fitness value less thah after limited cycleL, the
The search strategy for both employed bees af##solete rules execute, which is the hybridization
onlooker bees is: and mutation operation;

1

Vi =%+ 4 0~ %) (5) 71;:round(1 _M“u_“z@]—aj, (10)
+e SHAs S S

where K,j are the randomly selected indices,

KO 2, SN} . k#i . jOL2,...N} and :{/‘s&ﬁ(l—/‘s)xbﬁ,s, z=l

@ U[-1,1] is a random number. Thus, a greedy Xis» Z =0,

selection is applied betwee#) andX; for bees. Z, =round(Z, +N(0,1)) 12)
An onlooker bee chooses a food source Z, = Xpeq +N(0,1) (13)

depending on the probability value associated witfyhere S=1,2,...,N , /]S O[-1,1] is a uniformly
the quality of food source, which is given by

_ fitness

distributed random numbeiZ, ., and X, are

, (6) the present best solutiod; and X; represent the

Qogy

fitness randomly selected individuals different fordy

n

] ) and X, respectively. Then, use the best one
where fitness is the fitness value of thieth food

source,SN is the food source number. betweenZZ and ZX to repIaceZi and xi )
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3.4 Selection M echanism individual and produce two new food
Because the constrained mean-variance model is ~ Sources by (10) - (13). Then, use Deb’s
a constraint optimization problem, that it is not selection scheme to make a choice between
suitable to use the greedy selection strategy én th the new food source and the old one. If the
new algorithm. Here, Deb’s constrained handling new food source is preferred to the old one,
method is adopted instead of the greedy selection.  the new one replaces the old one.
Deb’s method uses a tournament selection operatetep 6: Execute the differential mutation operation,
where two solutions are compared at the same time, crossover operation and Deb’s selection
and the following criteria are applied: scheme to all the individuals in the
infeasible solution: source and fitness function value.
2) Between two feasible solutions, the onesten 7: Check whether the termination criteria are
preferred; _ . . output the final food position; otherwise,
3) Between two infeasible solutions, the one return to Step 2.
having smaller constraint violation is
preferred_ 4. EXPERIMENTS

3.5 Themain step of HABC algorithm

. : To verify the performance of the HABC, it is
fmg\]’\?ssoluuon procedure of the overall IABC is asapplied to the test problems proposed in [8]. The

test data are obtained from http://people.bru
Algorithm: Hybrid artificial bee colony algorithm  nel.ac.uk/astjjb/jeb/orlib/portinfo.html. The data
Step 1: Initialize the food source and set all th correspond to different. stock market indices: the
' ) ong Kong HangSeng index, the German DAX100
parametersSN , 7, L and M in the jngey the British FTSE100 index, the US S&P100
algorithm. index and the Japanese Nikkei index. The

Step 2: The employed bees search the new foodimensions of the five indices are presented in
source according to (8) and (9). AndTablel.
evaluate thg obj.ective functior! value, fitness The parameters in the experiments are given as
value and violation value of this food source. . K =10 £ =001 5 =1
Then, use Deb’s selection scheme to make'3'0Ws: - ' i ) i
choice between the new food source and th¢j =1,...,31), A1 =0.02, SN =50, m=4,

old one. If the new food source is preferred =15 1 =001 CR=09 F =05
to the old one, the new one replaces the ol(IT ' Bt -~ -

one. Table 1. The Dimension Of Test Problems
Step 3: Calculate the selective probability and Index Dimension

select a food source for onlooker bees. Then,
the onlooker bees search the new food HangSeng 31
source according to (8) and (9). And DAX100 85
evialluate dth(? c|>bj.ectiveI func;iohr! v?lug, fitness FTSE100 89
value and violation value of this food source.

S&P100 98

Then, use Deb’s selection scheme to make a
choice between the new food source and the Nikkei 225
old one. If the new food source is preferred
to the old one, the new one replaces the old
one.

To verify the applicable efficiency of IABC
algorithm, the three indices: mean Euclidian
Step 4. If there is an abandoned food sourcedistance (MED), variance of return error (VRE) and
replace it with a new food source discoverednean return error (MRE), presented in [8] for
by the scout bee. results evaluation is employed. The results obthine
by HABC are compared with those obtained by

Step 5: Check whether the obsolete rules areer algorithms in [8], shown in Table 2.

satisfied. If it is, randomly selected an
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Table 2. The Results Obtained By HABC And In [8]

Index GA TS SA PSC HABC
HangSen MED 0.004(  0.004( 0.004( 0.004¢ 5.36€-00¢
VRE(%) 1.644. 1.657¢ 1.662¢ 2.242: 0. 801
MRE(%) 0.607: 0.610: 0.623¢ 0.742] 0. 342"
DAX100 MED 0.007¢  0.008: 0.007¢ 0.009( 1.73e-00¢
VRE(%) 1.644. 1.657¢ 1.662¢ 2.242: 1.508:
MRE(%) 0.607: 0.610: 0.623¢ 0.742] 0. 2967
FTSE10( MED 0.002(  0.002: 0.002: 0.002: 1. €5e-004
VRE(%) 2.866(  4.012: 3.820¢ 3.059¢ 2.2194
MRE(%) 0.3277  0.329¢ 0.330¢ 0.364( 0.3043
S&P10( MED 0.004:  0.004: 0.004: 0.005: 9.72e-00¢
VRE(%) 3.4602 5.713¢ 5.424] 3.913¢ 2. 902!
MRE(%) 1.225¢ 0.712¢ 0.841¢ 1.404( 0. 4436
Nikkei MED 0.009: 0.001( 0.001( 0.001¢ 0.53e-00¢
VRE(%) 1.205¢ 1.243: 1.201° 2.427:¢ 1.263¢
MRE(%) 5.326¢  0.420° 0.412¢ 0.799" 0. 5X07

Meanwhile, the comparison of standard efficien 210
frontiers and HABC efficient frontiers are showec N
in Figure 1-5. o T

+

The experiment results in Table 2 indicate the °r o *

. #
none of the other four algorithms has clearh 8f ﬁ**
advantages in all kinds of investment policies ¢ ;| g*
however, the results obtained by HABC are bette ] *f
than the other four algorithms. 2 #
st &

Figure 1-5 show that the efficient frontiers 1 —
obtained by HABC are more close to the standai y +  HABC sficient frontier
efficient frontiers. Under the same risk valueg th at T
portfolio return obtained by HABC are higher thar . R L

the other algorithms.

From the above analysis, compared with other
four algorithms we can see that, the results
calculated by HABC have the higher accuracy, and
the obtained investment strategy can efficientl
diversified the risk of the portfolio, which is nmeor
valuable for investors.

5. CONCLUSION

HABC algorithm proposed in this paper is a nev
population based intelligent algorithm. It has the
advantages of easy operation, simple achieve a
less control parameters. Combine the charactegisti
of constrained mean-variance model, an optim;
algorithm based on the HABC is proposed to solv
portfolio optimization problem. The experiment
results show that the results obtained by the ne
algorithm are superior to the results obtained b,
other intelligent algorithm. It verifies the HABC
algorithm is efficiency and applicability for the
portfolio optimization problems.
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