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ABSTRACT 

 
To do the text classification on the basis of VSM, and use the maximum common subgraph to measure two 
graphs’ similarities are  the  relatively common methods, but these methods have not made full use of 
lots of semantic information spatial model contained, so the text classification performance is generally 
poor. In order to improve the classification results of the graph, on the basis of the structural equivalence, 
this paper further analyzes the maximum common substructure graph nodes and edges if it is a true 
semantic equivalence, and puts forward a kind of improvement text similarity metrics based on the graph 
space model. Then apply it to the text classification, the classification performance has been improved. 
Finally, verify the effectiveness of this method by experiment. 
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1. INTRODUCTION 

 
The Internet is developing at a higher speed more 

than most people can imagine. Scholars pay close 
attention to how to find useful information and 
knowledge from Internet. For an ordinary Internet 
user, he tends to only use 1% amount of information 
on the Internet, which causes the waste of time and 
energy. In addition, compared with the web data, 
the traditional data mining research mainly focuses 
on data in database, and the data in the database is 
completely structured data, while the data on the 
web is semi structured, even isomerism. Obviously, 
the web data mining is more complex than database 
in data mining. In this context, Web data mining[1] 
is emerged as the times requiring, how fast, accurate 
and timely to meet user’s need for information and 
knowledge  become the target of web data mining. 
Since the concept of Web data mining is proposed 
by many scholars, they launched an in-depth 
discussion and research from their field of study 
with different theory and approaches. Text mining 
is an important research content of the current web 
data mining. The Internet is presented the hypertext 
form to the user, a webpage contains a variety of 
different data types, such as news reports, e-mail, 
pictures, books and multimedia, among this data, 
the number and size of text data is the maximum. 
As the information service quality requirements of 

users increasing, the traditional text management 
tools have been unable to be adapted to the massive 
text data processing requirements. Therefore, the 
text mining technology research is a problem worth 
discussing. Text classification is a key technology 
in the web text mining, including data mining, 
machine learning, neural networks, statistical and 
natural language processing and many other fields 
of study, and in information retrieval, information 
extraction, information filtering, automatic 
indexing, document organization and so on, it has a 
wide range of applications. In the past 40 years, 
domestic and foreign scholars on the text 
classification technology conducted in-depth 
research, and obtain many results attracting people's 
attention. 

Foreign research in text classification can be 
roughly divided into three stages: the first stage 
(1958-1964) is mainly from dynamic classification 
of feasibility study, the second stage (1965-1974) is 
for automatic classification of experimental study, 
the third stage (1975- date) is the  practical stage. 
Chinese text classification technology research 
began relatively late, generally began in the early 
nineteen eighties. The most frequently used are 
mostly based on the VSM. VSM in knowledge 
expression has a huge advantage, not only VSM is 
very simple, intuitive, and many of the statistical 
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information can be reflected through the VSM 
model, such as term frequency, inverse document 
frequency and the decision information. But in the 
construction of the VSM process, a lot of text 
structure information is lost, including the sequence 
between terms, terms appearing in the text of the 
position and the distance between the two terms and 
other information. In fact, the text structure 
information in natural language text is crucial, the 
different organization structure is likely to have a 
completely different semantic. In order to overcome 
the defects of VSM, many scholars put forward text 
representation methods based on graph model, such 
as Svetlana was proposed based on the auxiliary 
dictionary Verb Net and Word Net text concept 
graph representation, but these methods are too 
complex, it is difficult to give a similarity metric 
standard, therefore, the relatively simple graph 
space model[6,7] is discussed and researched. 

VSM[3] is not only simple in form, and easy to 
operate. It  is a representation model with more 
common useless and good effectiveness. In the 
construction of the VSM process, VSM losts a lot of 
text structure information, including the sequence 
between terms appearing, the position of terms 
appearing in the text and the distance information 
between terms. Text categorization[2] based on 
graph model are more complicated, it is difficult to 
give a similarity metric standard, although the 
maximum common subgraph measure similarity 
between two graph are relatively common methods, 
but these methods have not made full use of graph 
space model [7,8]containing large amounts of 
semantic information, so the text classification 
performance is generally poor. 

As the vector space model can not effectively 
express the structure of the text information, a text 
representation method based on the graph space 
model is researched. On the basis of the structural 
equivalence, further analysis of the maximum 
common substructure graph nodes and edges are 
"real" semantic equivalence, an improved text 
similarity standard is proposed. It is applied to text 
categorization, and the experimental results show 
text classification method based on the graph space 
model is feasible and effective. 

Section 2 presents definitions and symbols 
related to graph models, In section 3, the distance 
measurement method between graphs will be 
introduced. Section 4 presents maximum common 
subgraph computations. On the basis of the above, 
the main problem discussed in the text is put 
forward in Section 5. Section 6 gives the definition 
of the common node structural equivalence and the 

common chain structure equivalence between the 
graphs. Section 7 proposes the improved data 
structure of graph and the new the similarity 
formula, and uses it to text classification. Section 7 
means the experimental results and analysis. Section 
9 gives a conlusion to the whole paper.  

2. DEFINITIONS AND SYMBOLS RELATE 
TO GRAPH MODEL 

 
Definition 1: Graph is a data 

structure ( , , , )G V E α β= , in which 

( )V G  is nodes finite nonempty set in G . 

( )E G V V⊆ × is all the edges set in G . 

: VVα →∑  is node marked function in G . 

: EEβ →∑  is edge marked function in G . 

V∑ and E∑ mean nodes and edges labels set in G . 
In simple case, a node or edge is only one label. In 
the graph space model of text, the general node 
label information represents the node term, and 
edge label information reflects if the two node are  
adjacent. Sometimes in order to distinguish 
effectively different nodes and edges, nodes or 
edges also can have multiple labels, such as node 
label can be termed frequency, document frequency 
and the location information of term appearing in 
the text, edge label is the number two adjacent 
nodes appearing in text or text set and text position 
information. Given a graph data structure in 
definition 1, nodes and edges are only one label, and 
if there are  no special, node labeled terms, edges 
marked if the two node are adjacency information. 

Definition 2: 1G is the subgraph of 2G , it is 
marked with 1 2G G⊆ , if 1 2V V⊆ 1 2 1 1( )E E V V⊆ ∩ × , 1x V∀ ∈ , 

1 2( ) ( )x xα α= was established. 1( , )e x y E∀ = ∈ ,there 
was 1 2( ) ( )e eβ β= . On the contrary, 2G is the 
supergraph of 1G . 

Definition 3: 1G  and 2G  are for graph 
isomorphism, simple written as 1 2G G≅  , if there 
exists a bijective function 1 2:f V V→ , there 
is 1x V∀ ∈ , 1 2( ) ( ( ))x f xα α=  holds. 1( , )e x y E∀ = ∈ ,there 
exists 2( ( ), ( ))e f x f y E′ = ∈ , 1 2( ) ( )e eβ β ′=  holds, 
and 2( , )e x y E′ ′ ′∀ = ∈ , there exists 

1 1
1( ( ), ( ))e f x f y E− −′ ′= ∈ , 1 2( ) ( )e eβ β ′= holds. If 1 2V V= =∅ , 

then 1G and 2G  are called the null graph 
isomorphism. If there exists a bijective 
function 1 2:f V V→ , make 1G and 2G graph 
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isomorphism[9-11], and 2G is the subgraph of 3G , 
then the subgraph of 1G is isomorphism with 3G . 

Definition 4: There exists graph G , 1G and 2G , if 
the subgraph of G is isomorphism with 1G , and the 
subgraph of G is isomorphism with 2G ,then G is 
called the common subgraph of 1G and 2G . 

Definition 5: G , 1G and 2G are  graphs, G is the 
maximum common subgraph[13,14] of 1G and 2G ,it 
is marked with 1 2( , )mcs G G , if G is the common 
subgraph of 1G and 2G , there not exists other 
common subgraph G′ , then G G′ >  holds. 

Definition 6: G , 1G and 2G  are  graphs, if the 
subgraph of 1G  is isomorphism with G , and the 
subgraph of 2G is isomorphism with G , then G is the 
common supergraph of 1G and 2G . 

Definition 7：G , 1G and 2G  are  graphs, if G is the 
minimum common supergraph[14], then it is 
marked with 1 2( , )MCS G G′ , if G is the common 
supergraph of 1G and 2G ,there not exists other 
common supergraph G′ of 1G  and 2G ,then G G′ <  
holds. 

3. THE DISTANCE MEASUREMENT 
METHOD BETWEEN GRAPHS  

 
The distance is a metric method of two object 

similarity, it mainly introduces several graph 
distance measurement method. If there is no 
special, G means the size of G , that is the sum of 
graph nodes and edges, max{A, B} is the maximum 
number operations between A and B. 

(1)MMCS 

Fernandez and Valiente proposed MMCS 
formular, which is based on the maximum common 
subgraph and the minimum common subgraph. 

( , ) ( , ) ( , )MMCSd G G MCS G G mcs G G′ ′ ′= −     （1） 

(2)MMCSN 

( , )( , ) 1
( , )MMCSN

mcs G Gd G G
MCS G G

′
′ = −

′
          （2） 

MMCSN is a form the result of MMCS 
standardization for the interval [0, 1] 

 

 

 

4. MAXIMUM COMMON SUBGRAPH 
COMPUTATIONS 

 
By the formula (1)-(5) can be seen, the maximum 

common subgraph is the key problem calculated the 
distance between graph and graph, which relates to 
the graph isomorphism identification. At present, 
according to the domestic and foreign research 
progress of graph isomorphism, no exact graph 
isomorphism, inexact subgraph isomorphism and 
precise subgraph isomorphism has been shown to 
belong to NPC problem, and precise graph 
isomorphism is not classified P problem, and also 
not be classified NPC problem, which is one of the 
unsolved problems. Thus the further study is very 
necessary. Specific targeting of the definition of 1 
expressed data structure in the text graph, because 
the node and terms are one-to-one correspondence, 
all edges are uniformly labeled when two nodes are  
adjacent, so the calculation of the maximum 
common subgraph complexity is O(n2 ). Therefore, 
how many labels whether text nodes in the graph or 
edge have, it is simplified the form of the data 
structure as the definition of 1 to solve the two 
largest common subgraphs, that is node label select 
node indicated by the term, edge label select 
information whether the two nodes are  adjacency. 

According to the definition of 1, set 
up 1G and 2G are pairs of graphs represented text, then 
the maximum common subgraph mcsG of 1G and 2G is 
generated as follows: 

(1) Search all public node set mcsV  expressed in 
the same term of 1G and 2G , nodes of mcsV  is as nodes 
of mcsG . 

(2) Check all node pairs in mcsV by the step of (1), 
if the node pairs are  on the presence of adjacent 
relation, then add the edge to public set of 
edges mcsE , the edges in mcsV  is as the edges in mcsG . 
The improved data structure of graph for the 
definition of 11, experiments for the maximum 
common subgraph will also use the same method. 

5. INTRODUCING THE PROBLEM 
 

Use the maximum common subgraph to measure 
a graph similarity[15-16], it is very intuitive and 
consistent with the conventional thinking. In 
addition to graph edit distance method, the (1)-(5) 
several formulas are dependent on the maximum 
common subgraph to calculate the distance between 
graph and graph. However, in the formula 
“ 1 2( , )mcs G G ” is simple statistical the number of the 
common nodes and common edges of the maximum 
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common subgraph, but no deep take into account 
representative terms of these common nodes and the 
common edges and the adjacent relation between 
terms and terms, whether or not in different 
segments indicate the same semantic. 

6. STRUCTURAL EQUIVALENCE  
 
6.1 Common Node Structural Equivalence  

Let 1 1 1 1 1( , , , )G V E α β=  and 2 2 2 2 2( , , , )G V E α β=  for a 
pair of graphs, n nA × and m mB × is respectively the 
adjacency matrix of 1G and 2G , n and m respectively 
is the number of nodes of 1G and 2G , in the case of A, 
adjacency matrix is constructed as follows: 

1
, 1

1

( , )1
,

( , )0i j

i j E
A i j V

i j E
∈

= ∀ ∈ ∉
(3)     

An isolation term generally does not reflect 
certain semantic information, and semantic of terms 
only can be obtained by analysis of other associated 
terms. In the adjacency matrix, the rows and 
columns of the matrix reflect the node degree 
information, namely node representation terms and 
the adjacency condition of other terms. Because the 
spatial model is the undirected graph, so the row 
and column of matrix reflect the information is 
consistent. Then select two rows vectors of A and B 
respectively form  two vectors 

,0 ,1 ,( , , , )i i i nA A Aξ =  and ,0 ,1 ,( , , )i i i mB B Bη ′ ′ ′=  , and the two 
vector computes correlation coefficient to measure 
the similarity of degree of the  node “ i ” in 1G and 
the node “ i′ ” in 2G , that is structural equivalence 
degree of the term expressed by the node“ i ”and the 
term expressed by the node “ i′ ” structural 
equivalence degree. In practice, although different 
terms may have the same semantic, but more 
complicated to analyze, so only to those nodes who 
represent the same terminology structure 
equivalence analysis, that is common node of the 
maximum common subgraph meet the 1 2( ) ( )i iα α ′= . 

Generally speaking, two term tag 
for 1G and 2G set 1VΣ and 2VΣ , there will be 1 2V VΣ ≠ Σ ，

So the dimension of the vector ξ andη is different. In 
order to facilitate comparison of correlations, it is 
needed to be expand between 1G and 2G . The purpose 
is to make 1 1 1 1 1( , , , )G V E α β′ ′ ′ ′ ′=  and 

2 2 2 2 2( , , , )G V E α β′ ′ ′ ′ ′=  have the same term tag set after 
extending. Specific extensions in the case of 1G , as 
long as the terms in the 2VΣ  don’t appears in 1VΣ , 
the term is as an isolated node (node degree 0) to 
add to 1G . The expansion of 2G is similar[15-17] 
with 1G . 

The 1G  and 2G  were extended to 1G ′  and 2G ′ , 
according to 1G ′  and 2G ′  to construct adjacency 
matrix A′  and B′ , 
let 1 {0,1, , 1}V k′ = − , 2 {0 ,1 , , ( 1) }V k′ ′ ′ ′= − , k Z∈ .For 
convenient operation, A′ is defined as follows: 

1
, 1

1 ( , ) ,
0

u v
u v EA u v V

other

 ′ ∈ ′′ = ∀ ∈


(4)    

B′  is defined as follows: 
-1 -1

2 1 2 1 2
, 1

1 ( ( ( )), ( ( )))
= ,

0u v
u v E

B u v V
other

α α α α′ ′ ′ ′ ′ ∈′ ′∀ ∈


 (5) 

Let the maximum common subgraph of 1G  and 
2G  is =( , , , )mcs mcs mcs mcs mcsG V E α β , then, compute structure 

equivalent degree of node mcsi V∈ , which can be 
obtained by ,0 ,1 , -1( , , , )i i i kA A Aξ ′ ′ ′ ′=   and 

,0 ,1 , -1( , , )i i i kB B Bη′ ′ ′ ′=  , which is composed of A′  and 
B′ . Firstly, the mean value and variance for row 
vector of the adjacency matrix are as follows: 

,
1= i j

j
A

nξµ ′ ′∑               (6) 

2 2
,

1= ( )i j
j

A
nξ ξσ µ′ ′′ −∑          

(7) 

,
1= i j

j
B

nηµ ′ ′∑               (8) 

2 2
,

1= ( )i j
j

B
nη ησ µ′ ′′ −∑         (9) 

Then, the correlation coefficient of ξ ′  and η′ is 
as follows: 

,k ,

,

1 ( )( )
( )= =

i i k
k

A B
ni

ξ η

ξ η
ξ η

µ µ
χ χ

σ σ

′ ′

′ ′
′ ′

′ ′− −∑
    (10) 

Need to consider two special cases in the 
resulting formulas (13), when the denominator is 0, 
here is with ξσ ′ example:  

The first case, if all the dimension of the ξ ′ is 1, 
and then ξσ ′ is 0, in practice this case in the 
experiments nearly does not appear.  

The second case, if all the dimension of the ξ ′  
is 0, said node “ i ” is an isolated point. Because of 
experimental structure graph is an undirected graph, 
and in the establishment of the adjacent table, first 
filter text segment only having single terms, so 
before 1G expansion, there are not the isolated point, 
only generates in the process of graph expansion, 
but this kind of nodes in 1G do not exist, so there is 
no necessary to do the node similarity. 
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Moreover, since it has certain particularity in the 
text graph model, the product for the number of  
representative terms of node i in 1G adjacent terms 
and the number of representative terms of 
node i in 2G adjacent terms are generally less 
than 1 2V V∑ ∪∑ , this situation makes the node i  
representative terms in 1G and 2G without common 
adjacent terms, ( ) 0iχ < , This can actually think of 
node i representative terms in the two graph does 
not have the correlation. 

So far, on the basis of the common node structure 
equivalence analysis, MCS formula can be changed 
as follows form: 

( )

{ }1 2
1 2

( , ) 1
max ,

mcsi V
i

d G G
G G

c
∈= −
∑

         (11) 

6.2 Common Chain Structure Equivalence 
The Formula (14) only considers the node 

structure equivalent degree, in text the phrase 
structure also contains rich semantic information, 
therefore, on the basis of the node structure 
equivalence analysis, the common chain[18]  
structure equivalence analysis is given . 

Definition 8 spanning tree refers to a linking 
graph, passing the edges set and all nodes of graph 
to constitute the minimum connected subgraph of 
graph that called depth-first traversal or 
breadth-first traversal ( DFS ), namely a minimum 
spanning tree of a connected graph. 

Definition 9 Generation forest refers to an 
unconnected graph, each nodes set of connected 
component and the edges traveled together to form 
a plurality of spanning tree, these spanning tree of 
connected graph constitutes spanning forest of 
unconnected graph. 

Definition 10 common chain refers to spanning 
tree that is the two of the maximum common 
subgraph in which all nodes number are greater than 
1.Let { }1 2, , , nL l l l=  be common chain of the 
maximum common subgraph set, ( )len l  be the 
edges number of common chain, lV  be all the 
nodes set of common chain l , lE  be all the edges 
set of common chain l ,then structural equivalence 
formula of common chain L is: 

          = ( ) ( )
l

l
i V

len l iχ χ
∈
∏                (12) 

After increasing common chain structure 
equivalent, the formula (11) is changed into: 

      
( )

{ }1 2
1 2

+
( , ) 1

max ,
mcs

l
i V l L

i
d G G

G G

cc
∈ ∈= −
∑ ∑

         (13) 

At this point, measuring the distance function 
between graph and graph through structure 
equivalent of the common node and common chain 
is basically established. so, similarity 
formula[]19-21] between two graphs is as follows: 

( )

{ }1 2
1 2

+
( , ) 1

max ,
mcs

l
i V l L

i
d G G

G G

cc
∈ ∈= −
∑ ∑

    (14) 

7. THE IMPROVED GRAPH DATA 
STRUCTURE  

 
In fact, many text classification plays an 

important role in the Statistical information has not 
been taken into account by formula (14). Generally 
speaking, Graph space model of the more important 
statistical information also includes the occurrence 
frequency and term weight information between 
two adjacent terms; here term weight information is 
mainly divided into two kinds: 

One is the term weight according to the various 
feature weighting formula; another is the location 
information term appeared in the Web text. In order 
to reflect the statistical information so much the 
better, the data structure of the definition of 1 is 
amended as follows: 

Definition 11 Graph space data structure 
is 1 2 1( , , , , )G V E α α β= , in which: 

( )V G is node finite nonempty set of G , 

( )E G V V⊆ × is the edges set of G , 

1 : VVα →∑  is the function of node labeled terms 
and one to one correspondence between the node 
and term. 

2 : WVα →∑  is marked as weight function in 
G node, 

1 : EEβ →∑  is a common frequency function 
marked adjacent nodes in G ,  

Here, the distinction of the definition 11 and the 
definition 6.1 is expressed as the adjacent node 
co-occurring number by 1β , rather than merely 
reflected whether node pair is adjacency. Another 
one of the biggest difference is increased the node 
weights marker function 2α , the weight value 
information are reflected by 2α , let the node weight 
sequence be 1 2( , , , )nw w w , each weight proportion 
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respectively is 1 2( , , , )nx x x , in which, =1xi∑ ,then, 
the weights of the node j in the text is for: 

       
2 1 1 2 2( )= ( )+ ( )+ + ( )n nj x w j x w j x w jα 

    (15) 

If the training set is web formatted text, in text 
terms location information is  a part of weight, 
web text can be transformed into a DOM tree to 
obtain the node content, therefore, mark function 
of 2α  will be converted to the DOM tree to obtain 
three kinds of location information and give a 
certain weight. If the term appears in the location of 
<TITLE> value or the content position of <META> 
keywords position properties, then the node weight 
is 5. If the weight appears in the other positions,  
the node weight is 2. If a term appears in multiple 
locations, such as the term " Sports " appear in both 
the <TITLE> tags, but also In the <BODY> label, 
then regardless of the number of term node " Sports 
" occur in each position, the weight value is 7 ( 
5+2=7 ). 

According to the improved graph data structure, 
the training text set constructs a complex network, 
and then through the FS algorithm for feature 
selection, extraction of the various categories of 
1000 characteristics will constitute the feature 
dimension reduction class diagram iG .Therefore, 
text categorization can actually be seen as similarity 
comparison of process of said to be test text graph 
and each class diagram after dimensionality 
reduction, similarity degree is bigger with iG , and 
the more likely belongs to the category.  

In the FS algorithm[22], feature extraction 
sequence can be used as a parameter of feature 
weights because the training text sets are  not 
HTML/XML formatted text, so the term node j 
contains only the sequence weight information t(j) 
of feature discovery, so the node weights marked 
function is 2 ( )= ( )j t jα . 

Adding node weight information, formula (10) is 
changed into:  

          2( )= ( ) ( )i i iχ χ α′                (16) 

After adding neighbor node co-occurring times 
and node weight information, formula (6.15) is 
amended as follows: 

1=( )( ) ( )l
e El i V

lenl iχ β χ
∈ ∈

′ ′ ′∑ ∏          (17) 

Therefore, the similarity formula for the category 
diagram iG  and the text graph G j  is 

{ }
( )+

2( ,G )=
max ,

mcs

l
i V l L

i j
i j

i
S G

G G

χ χ
∈ ∈

′′∑ ∑
         (18) 

8. EXPERIMENTS AND RESULTS ANALYSIS 
 
In the Windows XP environment, use Eclipse 3.2 

and JDK 1.5 as the development platform, the 
algorithm is written and realized. Experimental 
machine configuration is for P1.6GHz, 512MB 
memory, 120GB hard disk. Experimental data is 
derived from Fudan University, Li Ronglu with the 
Chinese text classification corpus. 

8.1 Experiment Content 
In order to verify text classification effectiveness 

based on the graph space model with the 
performance evaluation parameters: recall, precision 
and F1 value. Experimental data from the data 
source selected three texts of sports, economy and 
art, the training set is 3 ×700 texts, test set is for the 
sports 1254, economy 1601, art 850. Community 
discovery algorithm for the extraction of three 
categories, each of the 1000 characters are 
composed of three classes graphs, the tested text 
expressed as graph is divided into the greatest 
category similarity.  with the category graph. 
Experiments were done classification performance 
analysis on the following two similarity formula, 

1 21( , )S G G  is similarity formula determined by the 
MCS , it is as follows: 

      1 2
1 2

2

(G ,G )
1( , )

max{ , }
mcs

S G G
G G

=             (19) 

And based on the structural equivalence theory, 
the formula (22) was improved, it is changed into 
formula(23). 

      1 2
1 2

(i)+
2( , )

max{ , }
mcs

l
i V l LS G G

G G

χ χ
∈ ∈

′′
=
∑ ∑

            (20) 

8.2 The Experimental Results And Analysis 
Experiment counted two similarity formula for 

classification of recall, precision and F1 values in 
table 1and in Figure 1, joined by the experiment[21] 
calculation the feature weights and classification 
effect in NB classification are compared. 
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Table 1. The Recall、Precision And F1 Value Of Three 
Methods In Each Category 

 
The recall, precision and F1 value for various 

categories, and macro average is made, the 
classification performance is as shown in Figure 1. 

From the experimental statistical data, after 
joining common node and common chain structure 
equivalence analysis, between graphs similarity 
metric formulas S2 and S1 were compared, 
classification performance is improved to a certain 
extent.  

 
Figure 1.  Classification Performance Presentation 
 

9. CONCLUSION 
 
Because of VSM lost text structure information, 

text classification method based on the space model 
is studied. Although to use maximum common 
subgraph to measure similarity of two graph is a 
relatively common method, but it has not made full 
use of space model containing lots of semantic 
information, and the text classification results were 
generally poor. Therefore, on the structural 
equivalence basis, this paper proposed the similarity 
measure formula based on graph space model. 
Finally, results show the effectiveness of this 
method by experiment. The next step is how to give 
the similarity metrics for text classification based on 
the auxiliary dictionary text concept graph model. 
To choose which text classification approach 
depends on the requirements of subject. 
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