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ABSTRACT 
 

We consider the problem of common due window location scheduling on a single machine, where the 
processing times of jobs depend both on their starting times and positions in a sequence. The problem is to 
determine the optimal earliest due date, the due window size, and the job schedule simultaneously to 
minimize costs for earliness, tardiness, earliest due date assignment and due window size penalties. An 
( )logO n n  time optimal algorithm is presented to solve the problem. 

Keywords: Scheduling, Single-Machine, Due Window, Time/Position Effect 
 
1. INTRODUCTION  
 

In the traditional scheduling theory, it is usually 
assumed that the processing time of a job is fixed 
and has a constant value [14]. In many real-life 
situations, however, the processing conditions may 
vary and affect the actual durations of jobs. The  
phenomenon that the actual processing time of a job 
is variable, is traditionally attributed to one of the 
following causes: (i) deterioration, (ii) learning and 
(iii) resource allocation. Usually, in scheduling with 
deterioration we assume that the later a job starts, 
the longer it takes to process. On the other hand, in 
scheduling with learning the actual processing time 
of a job gets shorter, provided that the job is 
scheduled later. Scheduling problems with these 
two effects have received considerable attention in 
the recent fifteen years; we refer to Alidaee and 
Womer [1], Cheng et al. [4], Gawiejnowicz [5], 
Biskup [2], Janiak et al. [8] and Rustogi and 
Strusevich [15] for recent state of the art reviews in 
these areas, as well as for references to practical 
applications of these models. 

In contemporary competitive market, firms are 
required to improve customer service as a means to 
gain competitive advantage. In operational terms, 
good customer service means finishing jobs (or 
orders) as close as possible to their due dates. In 
practice, the supply contract between the supplier 
and the customer often specifies a time interval 
such that a job completed within the time interval is 
considered to be on time and will not incur any 
penalty. Jobs completed prior to or after the time 

window are penalized according to their 
earliness/tardiness values. It is clear that a late and 
wide due window increases the production 
flexibility and the delivery options of the supplier. 
On the other hand, in this case his competitiveness 
is reduced. The main question is, therefore, when to 
schedule the due-window. Scheduling problems 
with due-window have been studied by several 
researchers; e.g., Liman et al. [10], Chen and Lee 
[3] Mosheiov and Sarig [11, 12], Yang et al. [16] 
and Meng et al. [13]. See also the survey papers by 
Gordon et al. [6] and Kaminsky and Hochbaum [9] 
for more relevant motivation and models. 

The remaining part of the paper is organized as 
follows. In Section 2, we formulate the scheduling 
problem under consideration and present some 
basic lemmas. In Section 3, we present some 
optimal properties of optimal solutions. In Section 
4, we provide an ( )logO n n time optimization 
algorithm. Some concluding remarks are given in 
the last section. 

2. PROBLEM FORMULATION AND  
PRELIMINARIES 

 
We are given a single machine and a set 
{ }1 2, , , nJ J J J=  of n independent jobs, which are 

non-preemptive and available at time zero for 
processing. The job processing times depend on 
both their starting times and positions in a schedule. 
Specifically, if job ( 1,2, , )jJ j n=   is scheduled in 
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position r and starts at time t in a sequence, its 
actual processing time is 

( ) ( )jr jp a bt g r= +           (1) 

where ja  is the normal processing time of jJ , b is 
a common job-independent deterioration rate, and 

( )g r  is a general positional factor defined as a 
known function. 

All the jobs share a common due window. Let 
( 0)d ≥  and ( 0)h ≥ denote the due window starting 

time and finishing time, respectively, and 
D h d= −  denote the due window size. In our 
problem, both d  and D  are to be determined. 
Hence, an optimal solution to the problem will 
consist of the job sequence, the actual job starting 
times, the due window starting time and the 
window size. A job completed within the due 
window is regarded as on time and will not be 
penalized. If a job is completed on or before the due 
window starting time d , an earliness penalty will 
be incurred. On the other hand, if a job is completed 
after the due window finishing time h , a tardiness 
penalty will be incurred. Let ( )jC π  denote that 
completion time of job jJ  in a feasible schedule 
π . If there is no ambiguity, we omit π  and use jC  

to denote ( )jC π . Our objective is to find an 

optimal schedule π *  to minimize a cost function 
that includes earliness, tardiness, earliest due date 
assignment and due window size penalties, given by 
the following equation: 

( )
1

n

j j
j

F E T d Dα b γ d
=

= + + +∑         (2) 

where { }max 0,j jE d C= −  is the earliness of job 

jJ ; { }max 0,j jT C h= −  is the tardiness of job jJ ; 

α , b , γ  and d  are non-negative parameters 
representing the cost of one unit of earliness, 
tardiness, due date and due window penalty, 
respectively. Let “CDW” denote that the studied 
problem is a common due window scheduling 
problem. Using the traditional three-field notation, 
the problem can be denoted as 

( ) ( )
1

1 ( ),
n

jr j j j
j

p a bt g r CDW E T d Dα b γ d
=

= + + + +∑ . 

In the remaining part of this section, we present 
several lemmas which are very useful to our 
subsequent analysis. For ease of exposition, let [ ]jJ  

denote the job that occupies the j -th position in a 
schedule, and let [ ]jp , [ ]ja , [ ]jC , [ ]jE  and [ ]jT  be 

defined correspondingly. 

Lemma 2.1. For the schedule  

 ( ) ( )
1

1 ( ),
n

jr j j j
j

p a bt g r CDW E T d Dα b γ d
=

= + + + +∑ , if the 

job sequence is [ ] [ ] [ ]( )1 2, , , nJ J Jπ =  , then the 

makespan of π  is 

[ ] [ ] ( )max
1 1

( ) 1 ( )
nn

n j
j i j

C C a g j bg i
= = +

= = +∑ ∏  

where an empty product equals one. 

Proof. Since [ ] [ ] [ ]( )1 2, , , nJ J Jπ =  , then the actual 

processing time of a job scheduled in the first 
position in π  is 

[ ] [ ]( ) [ ]1 1 10 (1)= (1)p a b g a g= + ⋅ , 

and its completion time is 

[ ] [ ] [ ] [ ] [ ]1 1 1 1 1=0+ (1)C t p p a g= + = . 

Similarly, we have 

[ ] [ ] [ ]( ) [ ] [ ]2 2 1 1 2(2)=b (1) (2) (2)p a b C g a g g a g= + ⋅ + , 

[ ] [ ] [ ] [ ] [ ] [ ]2 1 2 1 1 2(1) b (1) (2) (2)C C p a g a g g a g= + = + +  

[ ] ( ) [ ]1 2(1) 1 b (2) (2)a g g a g= + +  

Generally, the actual processing time and the 
completion time of job [ ]jJ  are 

[ ] [ ] ( ) ( )1=b (1) 1 (2) 1 ( 1) ( )jp a g bg bg j g j+ + −  

[ ] ( ) ( )2+b (2) 1 (3) 1 ( 1) ( )a g bg bg j g j+ + − +   

[ ] ( ) [ ] [ ]2 1+b 1 ( 1) ( ) b ( ) ( )j j ja bg j g j a g j a g j− −+ − + +  

[ ] [ ] ( ) ( )1 (1) 1 b (2) 1 b ( )jC a g g g j= + +  

[ ] ( ) ( )2 (2) 1 (3) 1 b ( )a g bg g j+ + + +   

[ ] ( ) [ ]1 ( 1) 1 ( ) ( )j ja g j bg j a g j−+ − + +  

[ ] ( )
1 1

( ) 1 ( )
jj

l
l i l

a g l bg i
= = +

= +∑ ∏                    (3) 

The completion time of the last job can be 
expressed as 

[ ] [ ] ( ) ( )1 (1) 1 b (2) 1 b ( )nC a g g g n= + +  
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[ ] ( ) ( )2 (2) 1 (3) 1 b ( )a g bg g n+ + + +   

[ ] ( ) [ ]1 ( 1) 1 ( ) ( )n na g n bg n a g n−+ − + +  

[ ] ( )
1 1

( ) 1 ( )
nn

j
j i l

a g j bg i
= = +

= +∑ ∏  

This completes the proof of Lemma 2.1.     □ 

Lemma 2.2. For the schedule 

 ( ) ( )
1

1 ( ),
n

jr j j j
j

p a bt g r CDW E T d Dα b γ d
=

= + + + +∑ , if the 

job sequence is [ ] [ ] [ ]( )1 2, , , nJ J Jπ =  , then the total 

completion time of π  is 

[ ] [ ] ( )
1 1 1 +1

( ) 1 ( )
in n n n

j j j
j j j i j k j

C C a g j bg k
= = = = =

 
= = + 

 
∑ ∑ ∑ ∑∏ . 

Proof. From (3), the total completion time can be 
calculated as follows: 

[ ] [ ] ( )
1 1 1 +1

( ) 1 ( )
jjn n

j l
j j l i l

C a g l bg i
= = = =

= +∑ ∑∑ ∏   

[ ] ( )
1 +1

( ) 1 ( )
in n

j
j i j k j

a g j bg k
= = =

 
= + 

 
∑ ∑∏  

This completes the proof of Lemma 2.2.   □ 

Moreover, the following lemma says that the 
minimization of the sum i ii

x y∑  is obtained by 

matching the largest jx  value with the smallest  jy  
value, the second largest jx  value with the second 
smallest jy  value, etc. 

Lemma 2.3. ([7]) Let there be two sequences of 
numbers ix  and iy  ( 1, 2, ,i n=  ), the sum i ii

x y∑  
of products of the corresponding elements is the 
least  if the sequences are monotonic in the opposite 
sense. 

3. PROPERTIES OF OPTIMAL   
SOLUTIONS 

 
In this section, we present several properties for 

an optimal schedule of the problem. First, it is clear 
that an optimal schedule starts at time zero. In 
addition, an optimal schedule exists with no idle 
time between consecutive jobs.  Therefore, it is 
sufficient to consider permutation schedules to find 
optimal solutions. Clearly, the objective function (2) 
can be alternatively expressed as follows: 

1 1

n n

j j
j j

F E T nd nDα b γ d
= =

= + + +∑ ∑              (4) 

Lemma 3.1. For any given job sequence 

[ ] [ ] [ ]( )1 2, , , nJ J Jπ =  , there exists an optimal 

common due window such that the due window’s 
starting time d  and finishing time w  coincide with 
some jobs’ completion times. 

proof. Suppose that we are given a job sequence 

[ ] [ ] [ ]( )1 2, , , nJ J Jπ =   that starts at time zero and 

contains jobs at the k -th and the l -th positions 
such that [ ] [ ] [ ] 11 kk k kC C p d C ++= − < <  and [ ] [ ]1l lC C +=  

[ ] [ ]1 1l lp h d D C+ +− < = + < , where 0 1k l n≤ ≤ ≤ −  

First, we show that a small shift of h either to the 
right or to the left can only decrease (does not 
increase) the total cost. When we shift ∆ units of 
time to the right for h , the total tardiness cost 
decreases, whereas the cost of the due-window size 
increases. The change in the total cost is given by: 

( ) ( )( )1Z n l n n n lb d d b∆ = − − ∆ + ∆ = ∆ − − . When we shift 

∆  units of time to the left for h , the total tardiness 
cost increases, whereas the cost of the due-window 
size decreases. The change in the total cost is 
clearly given by 

1Z−∆ . If 
1Z∆  is positive, a shift of h  

to the left is worthwhile, and otherwise shift h  to 
the right. (If 

1 0Z∆ = , then a shift to either size does 
not increase the total cost.) Therefore, there exists 
an optimal schedule in which h  coincides with a 
job’s completion time. 

Now we show that a small shift of d  either to 
the right or to the left decreases (does not increase) 
the total cost. When d is moved ∆  units of time to 
the left, the total earliness cost and the cost of the 
due-window starting time decrease, whereas the 
cost of the due-window size increases. The change 
in the total cost is given by:  

2Z k n nα γ d∆ = − ∆ − ∆ + ∆ ( )n n kd γ α= ∆ − − . When we shift 

∆  units of time to the right for d , the change in the 
total cost is easily shown to be 

2Z−∆ . Again, a shift 
of d  either to the right or to the left does not 
increase the total cost. 

Therefore, an optimal schedule exists such that 
the common due-window’s starting time and 
finishing time are located at the completion times of 
some jobs, respectively. This completes the proof of 
Lemma 3.1.                                                      □ 

Lemma 3.2. For any given job sequence π , there 
exists an optimal schedule in which the index of the 
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job completed at the due-window’s starting time is 
( )K n d γ α= −   , and the index of the job completed 

at the due window’s finishing time is 
( )L n b d b= −   . 

Proof. For a given job sequence, from Lemma 
2.1, each job’s starting time and completion time 
can be easily determined. Note that the result has 
been proved by Liman et al. [10] when the job 
processing times are all constants. In their proof, it 
is immaterial whether processing times are 
time/position-dependent, it is only concerned with 
how many jobs are completed before and after the 
due window. By Lemma 3.1, the result holds.   □ 

Write ( )K n d γ α* = −    and ( )L n b d b* = −   . 
Furthermore, write *

1 K n nα γ d∆ = + − and 
*

2 L n nb d b∆ = + − . In the next lemma, we introduce 
the positional weights (as in Liman et al. [10]) and 
present the total cost as a function of these weights. 

Lemma 3.3. The total cost can be written as: 

[ ]
1

n

j j
j

F W a
=

= ∑                          (5) 

Where 

( )

( )

( )

( )

( )

( )

( )

*

*

*

*

*

*

1
1

2
1

1

1+1

2
1

1+1

1

( ) 1 ( )

1 ( )

1 ( )

1 ( ) 1, , ;

1 ( )

1 ( ) , 1, , ;

1 ( ) , 1, , .

K

i j

L

i j

iK

i j k j

in

j
k ji L

L

i j

in

k ji L

in

i j k j

g j bg i

bg i

bg k

W bg k j K

bg i

bg k j K L

bg k j L n

α

b

b

b

= +

= +

= = +

*

= +=

= +

* *

= +=

*

= = +

 ∆ + 
 


+∆ +


− +

= + + = 


∆ +

+ + = +

+ = +

∏

∏

∑∏

∑ ∏

∏

∑ ∏

∑∏







(6)



















 

 Proof. Given K ∗  and L∗ , by Lemma 3.2, the 
total cost F can be expressed as follows: 

1 1

n n

j j
j j

F E T nd nDα β γ d
= =

= + + +∑ ∑  

[ ]( ) [ ]( )
*

*1 1

K n

j j
j j L

d C C hα β
= = +

= − + −∑ ∑  

nd nDγ d+ +  

[ ] [ ]

*

1 1

K n

j j
j j L

K d C Cα α β
*

*

= = +

= − +∑ ∑  

( )n L h nd nDβ γ d∗− − + +  

( ) ( )K n n d L n n hα γ d β d β∗∗ = + − + + −  

[ ] [ ]

*

1 1

. (7)
K n

j j
j j L

C Cα β
*= = +

− +∑ ∑  

From Lemma 3.1 and 3.2, we have 
K

C d∗ = , 

L
C h d D∗ = = + . Then in virtue of Lemmas 2.1 and 
2.2, (7) can be expressed as 

[ ] [ ] [ ]1 2
1 1 1

K n L

j j jK L
j j j

F C C C C Cα b b
* *

* *

= = =

= ∆ + ∆ − + −∑ ∑ ∑  

[ ] ( )1
1 1

( ) 1 ( )
KK

j
j i j

a g j bg i
**

= = +

 
= ∆ +  

 
∑ ∏  

[ ] ( )2
1 1

( ) 1 ( )
LL

j
j i j

a g j bg i
**

= = +

 
+∆ +  

 
∑ ∏  

[ ] ( )
1 1

( ) 1 ( )
iK K

j
j i j k j

a g j bg kα
* *

= = = +

 
− + 

 
∑ ∑∏  

[ ] ( )
1 1

( ) 1 ( )
in n

j
j i j k j

a g j bg kb
= = = +

 
+ + 

 
∑ ∑∏  

[ ] ( )
1 1

( ) 1 ( )
iL L

j
j i j k j

a g j bg kb
* *

= = = +

 
− + 

 
∑ ∑∏  

[ ] ( )1
1 1

( ) 1 ( )
KK

j
j i j

a g j bg i
**

= = +

= ∆ +


∑ ∏  

( ) ( )2
1 1

1 ( ) 1 ( )
L iK

i ji j k j

bg i bg kα
* *

== + = +

+∆ + − +∑∏ ∏  

( )
* 11

1 ( )
in

k ji L

bg kb
= += +

+ + 


∑ ∏  

[ ] ( )
*

2
11

( ) 1 ( )
LL

j
i jj K

a g j bg i
**

= += +

+ ∆ +


∑ ∏  

( )
11

1 ( )
in

k ji L

bg kb
* = += +

+ + 


∑ ∏  

[ ] ( )
* 11

( ) 1 ( )
in n

j
i j k jj L

a g j bg kb
= = += +

  + + 
 

∑ ∑∏  
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[ ]
1

,
n

j j
j

W a
=

= ∑  

where 
jW  is defined in (6).                               □ 

Lemma 3.4. There exists an optimal schedule 
such that the processing sequence of the jobs can be 
obtained by matching the elements of 

jW  with 
ja  in 

opposite orders. 

Proof. Note that the term 
jW  defined in (6) can be 

viewed as a positional, job-independent penalty for 
any job scheduled in the j -th position. Therefore, 
by Lemma 2.3, the total cost (5) can be minimized 
by the matching procedure.                          □ 

4. AN OPTIMAL ALGORITHM 
 

Summarizing the above discussion, we present 
the following optimization algorithm. 

Algorithm CDW 

Step 1: Set ( )K n d γ α* = −    and  

( )L n b d b* = −   . 

Step 2: Calculate 
jW  according to Equation (6) for 

j =1, 2, , n. 

Step 3: Determine the processing order of the jobs 
according to the matching procedure. Let π  
be the obtained job sequence. If necessary, 
renumber the jobs such that 

( )1 2, , , nJ J Jπ =  . 

Step 4: Calculate the earliest due date as 

( )
1 1

( ) 1 ( )
KK

j
j i j

d a g j bg i
**

= = +

= +∑ ∏ , the due window 

size as ( ) ( )
*

1 11 1

( ) 1 ( ) ( ) 1 ( )
L KL K

j j
j ji j i j

D a g j bg i a g j bg i
* **

= == + = +

= + − +∑ ∑∏ ∏ , 

and the total cost by 
1

n

j j
j

F W a
=

= ∑ . 

Theorem 4.1. Algorithm CDW solves the 

problem ( ) ( )
1

1 ( ),
n

jr j j j
j

p a bt g r CDW E T d Dα b γ d
=

= + + + +∑  

in ( )logO n n  time. 

Proof. The correctness of algorithm CDW 
follows from Lemmas 3.1-3.4. To determine the 
running rime of the algorithm, note that Step 1 
requires constant time; Steps 2 and 4 require ( )O n  

time; while Step 3 requires ( )logO n n  time. 
Hence, the time complexity of algorithm CDW is 
( )logO n n .                           □ 

5. CONCLUSIONS 
 

We study the single-machine common due 
window assignment and scheduling problem with 
simultaneous consideration of time and position 
effects. Our goal is to find jointly the optimal 
location and size of the common due window, as 
well as the optimal job sequence to minimize the 
total earliness, tardiness, and due window starting 
time and size costs. We propose a polynomial time 
solution for the problem. For further research, it 
would be interesting to extend the results to the 
case with multiple machines. 
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