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ABSTRACT

Face recognition has received extensive attention due to its potential applications in many fields. To effectively deal with this problem, a novel face recognition algorithm is proposed by using the optimal kernel minimax probability machine. The key idea of the algorithm is as follows: First, the discriminative facial features are extracted with local fisher discriminant analysis (LFDA). Then, the minimax probability machine (MPM) is extended to its nonlinear counterpart by using optimal data-adaptive kernel function. Finally, the face image is recognized by using the optimal kernel MPM classifier in the discriminative feature space. Experimental results on three face databases show that the proposed algorithm performs much better than traditional face recognition algorithms.
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1. INTRODUCTION

In recent years, face recognition has been receiving more and more attention in pattern recognition and computer vision fields. The motivation behind face recognition is to employ it to implement video surveillance, identity authentication, and human-computer interaction. As a result, a large number of face recognition algorithms have been proposed, and surveys in this area can be found in [1]. Two issues are central to all these algorithms: how to extract discriminative facial features and how to classify a new face image based on the extracted facial features. Therefore, this work also focuses on the two issues of feature extraction and classifier selection.

Principal component analysis (PCA) and linear discriminant analysis (LDA) are two classic feature extraction algorithms for face recognition [2]. The major idea of PCA is to decompose a data space into a linear combination of a small collection of bases, which are pairwise orthogonal and capture the directions of maximum variance in the training set. As an unsupervised feature extraction algorithm, PCA is optimal in terms of representation and reconstruction, but not for discriminating one face class from others. LDA is a supervised feature extraction algorithm which aims to find a projection subspace on which the data from the same class will be pushed close while the data from different classes will be pulled far away. The projection vectors are commonly obtained by maximizing the between-class scatter and simultaneously minimizing the within-class scatter. Due to the utilization of class label information, LDA is experimentally reported to outperform PCA for face recognition when sufficient labeled face images are provided [3]. However, the performances of LDA are often degraded by the limited available dimensional space and the singularity problem. In addition, independent component analysis (ICA) is another linear feature extraction algorithm [4], which separates the high-order moments of the input data besides the second-order moments in PCA. However, the objective of ICA is to make the components of projected vectors as independent as possible, which may not necessarily be the best for classification problem such as face recognition. Although PCA and LDA have widely been applied to image retrieval, face recognition, and information retrieval, they may fail to discover the underlying manifold structure as they seek only a compact Euclidean subspace for face representation and recognition [5]. Following the above analysis, it is desired to propose an efficient algorithm for feature extraction by explicitly considering the possibly local manifold structure of face image space. Local fisher discriminant analysis (LFDA) [6] is a recently proposed manifold learning algorithm which aims to maximize between-class separability and preserve within-class local manifold structure at the same time. Thus LFDA is helpful for feature extraction of face image data.
As for face recognition, classifier selection is another key issue after feature extraction. At present, the nearest neighbor (NN) classifier is widely used in the face recognition algorithm, which works by finding the neighbor with the minimum distance between the query instance and all labeled data instances. Although the NN classifier is the simplest one for pattern classification, its performance deteriorates dramatically when the input data set has a relatively low local relevance. Support vector machine (SVM) [7] is a popular pattern classification method used in recent years. It obtains top-level performance in different applications because of its good generalization ability in minimizing the VC dimension and achieving a minimal structural risk. The basic idea behind SVM is to find an optimal hyperplane in a high dimensional feature space that maximizes the margin of separation between the closest training examples from different classes. Although SVM classifier has achieved great success in many pattern classification tasks, one major drawback of SVM is that it can not obtain an explicit upper bound on the probability of misclassification of future data. Recently, minimax probability machine (MPM) [8, 9] classifier has been of wide concern since it can obtain an explicit worst-case bound on the probability of misclassification of future data. However, MPM fails to consider how to select an optimal kernel function that adapts well to the input data and the learning. In this paper, we propose an optimal adaptive kernel function to maximize the class separability in the kernel feature space. The final optimized kernel MPM shows that it is more adaptive to the face image data and leads to a substantial improvements in the performance of face recognition.

The rest of the paper is organized as follows. In section 2, we introduce how to extract discriminative facial feature with LFDA. An effective face recognition algorithm based on optimal kernel MPM is proposed in Section 3. Experimental results are shown in Section 4. Conclusions are reported in Section 5.

2. DISCRIMINATIVE FACIAL FEATURE EXTRACTION WITH LFDA

Local fisher discriminant analysis (LFDA) [6] is a recently proposed manifold learning algorithm for discriminative feature extraction, which combines the advantages of LDA and locality preserving projection. It selects features through maximizing between-class local manifold structure at the same time, thus achieving maximum discrimination.

Given a set of face images \( x_1, x_2, \ldots, x_n \in \mathbb{R}^d \), Let \( X = [x_1, x_2, \ldots, x_n] \). Let \( S^w \) and \( S^b \) denote the local within-class scatter matrix and the local between-class scatter matrix, respectively. Their definitions are as follows:

\[
S^w = \frac{1}{2} \sum_{i,j=1}^{n} W^w_{ij} (x_i - x_j)(x_i - x_j)^T (1)
\]

\[
S^b = \frac{1}{2} \sum_{i,j=1}^{n} W^b_{ij} (x_i - x_j)(x_i - x_j)^T (2)
\]

Where \( W^w \) and \( W^b \) are two local weight matrices defined on the data points, their components can be obtained through the following computation:

\[
W^w_{ij} = \begin{cases} 
A_{ij} \frac{n_i}{n_j}, & \text{if } c_i = c_j = l \\
0, & \text{if } c_i \neq c_j
\end{cases} (3)
\]

\[
W^b_{ij} = \begin{cases} 
A_{ij} \left( \frac{1}{n_i} - \frac{1}{n_j} \right), & \text{if } c_i = c_j = l \\
\frac{1}{n_i}, & \text{if } c_i \neq c_j
\end{cases} (4)
\]

Where \( c_i \) denotes the class label of image \( x_i \), \( l \in \{1, 2, \cdots, c\} \) represent the class label of image, \( c \) denotes the total number of class label, and \( n_i \) denotes the number of images in the \( l \)th class. \( A_{ij} \) denotes the following affinity matrix:

\[
A_{ij} = \exp \left( -\frac{||x_i - x_j||^2}{\sigma_i \sigma_j} \right) (5)
\]

where \( \sigma_i \) represents the local scaling of the images around \( x_i \), which is determined by

\[
\sigma_i = ||x_i - x^*_i|| (6)
\]

where \( x^*_i \) is the \( k \)-nearest neighbor of image \( x_i \), and the parameter \( k \) is empirically set to 7 in the following experiments.

LFDA aims to find an optimal transformation matrix \( U \in \mathbb{R}^{d \times d} \) by solving the following maximization problem:

\[
J(U) = \arg \max_U \frac{Tr(U^T S^b U)}{Tr(U^T S^w U)} (7)
\]
As can be seen from the above optimal objective function, LFDA looks for an optimal transformation matrix such that nearby data pairs in the same class are made close and the data pairs in different classes are separated from each other; far apart data pairs in the same class are not imposed to be close.

Thus, the optimal \( \mathbf{U} \) are the eigenvectors associated with the largest eigenvalues of the following generalized eigen-problem:

\[
\mathbf{B} \mathbf{S}^\mathbf{U} = \lambda \mathbf{S} \mathbf{S}^\mathbf{U}
\]  

(8)

Since \( \mathbf{S}^\mathbf{w} \) is nonsingular after some preprocessing (such as PCA projection) steps on \( \mathbf{X} \), the column vectors of \( \mathbf{U} \) can also be regarded as the eigenvectors of the matrix \( (\mathbf{I} + \mathbf{wSS}^{-1}) \) associated with the largest eigenvalues. Let the column vectors \( \mathbf{U}_1, \mathbf{U}_2, \ldots, \mathbf{U}_d \) be the solution of (8) ordered according to their eigenvalues \( \lambda_1 > \lambda_2 > \cdots > \lambda_d \).

Thus, the discriminative feature \( \mathbf{y} \) of image \( \mathbf{x} \) can be computed as follows:

\[
\mathbf{x} \rightarrow \mathbf{y} = \mathbf{U}^\top \mathbf{x}
\]

(9)

where \( \mathbf{y} \) is the lower-dimensional discriminative feature representation of the face image \( \mathbf{x} \), and \( \mathbf{U} \) is the transformation matrix.

Now, we get the lower-dimensional feature representation of the original face images. In the reduced semantic space, those face images belonging to the same class are close to one another and belonging to different classes are far away each other. Therefore, we can apply effective classifier algorithm to implement face recognition in the reduced feature space. In the next section, we will introduce how to classify different face images with optimal kernel MPM classifier.

3. FACE RECOGNITION WITH OPTIMAL KERNEL MPM CLASSIFIER

Minimax probability machine (MPM) [8, 9] classifier is a recently proposed classifier algorithm. The main advantage of MPM is that it can minimize the worst-case probability of misclassification of future data points under all possible choices of class-conditional densities with given mean and covariance matrix. In addition, it can cope with the nonlinear decision boundaries by exploiting kernel trick. In the following, we first introduce MPM and its kernel extension, and then we discuss how to select an optimal kernel function that adapts well to the input face image data and the face recognition task, so that the recognition accuracy can be guaranteed.

Let \( \mathbf{x} \) and \( \mathbf{y} \) denote two facial feature vectors in the reduced feature space, and their means vectors and covariance matrices are represented as \( \{\overline{\mathbf{x}}, \sqrt{\mathbf{S}}\} \) and \( \{\overline{\mathbf{y}}, \sqrt{\mathbf{S}}\} \), respectively. MPM aims to find the hyperplane \( \mathbf{a}^\top \mathbf{z} = \mathbf{b} \) ( \( \mathbf{a} \in \mathbb{R}^m \setminus \{0\}, \mathbf{b} \in \mathbb{R} \) and \( \mathbf{z} \in \mathbb{R}^n \) ) which can separate the two classes of points with maximal probability with respect to their means and covariance matrices. It can be formally described as follows:

\[
\max_{\mathbf{a}, \mathbf{b}} \quad \text{s.t.} \quad 1 - \alpha \geq \sup_{\mathbf{a}, \mathbf{b}} \Pr \{\mathbf{a}^\top \mathbf{x} \leq \mathbf{b}\}
\]

(10)

\[
1 - \alpha \geq \sup_{\mathbf{a}, \mathbf{b}} \Pr \{\mathbf{a}^\top \mathbf{y} \geq \mathbf{b}\}
\]

where \( \alpha \) represents the lower bound of the accuracy for the classification of future data points.

By using the following theorem introduced in [8]:

\[
\sup_{\mathbf{a}, \mathbf{b}} \Pr \{\mathbf{a}^\top \mathbf{y} \geq \mathbf{b}\} = \frac{1}{1 + \mathbf{d}^2}
\]

(11)

with \( \mathbf{d}^2 = \inf_{\mathbf{a}, \mathbf{b}} \left(\mathbf{y} - \overline{\mathbf{y}}\right)^\top \sqrt{\mathbf{S}} \left(\mathbf{y} - \overline{\mathbf{y}}\right)\)

The problem (10) can be equivalently transformed into the following problem:

\[
\min_{\mathbf{a}} \sqrt{\mathbf{a}^\top \sqrt{\mathbf{S}} \mathbf{a} + \mathbf{d}^2} \quad \text{s.t.} \quad \mathbf{a}^\top (\overline{\mathbf{x}} - \overline{\mathbf{y}}) = 1
\]

(12)

This is a second order cone program (SOCP) problem, which can be solved by using interior methods [10]. Once the optimal \( \mathbf{a} \) and \( \mathbf{b} \) are obtained by solving (12) and (10), then classification of new data point \( \mathbf{z} \) is done by computing:

\[
\text{sgn}(\mathbf{a}^\top \mathbf{z} - \mathbf{b}) = \begin{cases} +1, & \text{if } \mathbf{z} \text{ belongs to class } x \\ -1, & \text{if } \mathbf{z} \text{ belongs to class } y \\ \text{otherwise} & \end{cases}
\]

(13)

The MPM algorithm described above is a linear method, which may fail to deal with highly nonlinear data. To extend MPM to the nonlinear case, we discuss how to perform MPM in Reproducing Kernel Hilbert Space (RKHS) [7], which gives rise to kernel MPM.

Let face image data \( \mathbf{x} \) and \( \mathbf{y} \) be mapped into kernel space via nonlinear mapping function \( \phi(\cdot) \):

\[
\mathbf{x} \rightarrow \phi(\mathbf{x}) = \left(\phi(\mathbf{x}), \sqrt{\mathbf{S}}(\phi(\mathbf{x}))\right)
\]

(14)
Kernel MPM aims to find the hyperplane \( a^T \varphi(z) = b \) which can separate the two classes of points with maximal probability with respect to their means and covariance matrices in the kernel space. Similar to MPM, the optimal objective function of kernel MPM can be described as follows:
\[
\min_{a} \sqrt{a^T \Sigma_{a(i)} a + \alpha^T \Sigma_{\phi(i)} a}
\]
\[
\text{s.t. } a^T (\varphi(x) - \varphi(y)) = 1
\]
\[
\text{(16)}
\]
Since any solution \( a \) must lie in the span of all the samples in the kernel feature space, there exists \( i = 1, 2, \ldots, n \) and \( j = 1, 2, \ldots, n \) such that
\[
a = \sum_{i=1}^{n} \alpha_i \varphi(x_i) + \sum_{j=1}^{n} \beta_j \varphi(y_j)
\]
\[
\text{(17)}
\]
Substituting (17) into (16) and using the kernel function \( K(z_i, z_j) = \varphi(z_i)^T \varphi(z_j) \), the optimal problem (16) can be rewritten as
\[
\min_{\gamma} \frac{1}{n} \gamma^T \tilde{K} \gamma + \frac{1}{n_y} \gamma^T \tilde{K}_y \gamma
\]
\[
\text{s.t. } \gamma^T (\tilde{k}_x - \tilde{k}_y) = 1
\]
\[
\text{(18)}
\]
where
\[
\gamma = [\alpha_1, \alpha_2, \ldots, \alpha_n, \beta_1, \beta_2, \ldots, \beta_n]^T
\]
\[
\tilde{k}_x \in \mathbb{R}^{n \times n} \text{ with } \tilde{k}_{ij} = \frac{1}{n_x} \sum_{j=1}^{n_x} K(x_i, z_j)
\]
\[
\tilde{k}_y \in \mathbb{R}^{n \times n} \text{ with } \tilde{k}_{ij} = \frac{1}{n_y} \sum_{j=1}^{n_y} K(y_i, z_j)
\]
\[
\tilde{k}_x = \begin{cases} x_i, & \text{for } i = 1, 2, \ldots, n_x \\ y_{i-n_x}, & \text{for } i = n_x + 1, n_x + 2, \ldots, n + n_x \end{cases}
\]
\[
\text{(19)}
\]
\[
\tilde{k}_y = \begin{bmatrix} K_{x} & -1_n \tilde{k}_x^T \\ K_{y} & -1_n \tilde{k}_y^T \end{bmatrix} = \begin{bmatrix} \tilde{k}_x \\ \tilde{k}_y \end{bmatrix}
\]
\[
\text{(20)}
\]
Since the optimal problem (18) is also a second order cone program, which can be solved by using interior-point methods. Once the optimal \( \gamma \) is obtained, the classification decision rule of kernel MPM is given by
\[
f(z) = \text{sgn} \left( a^T \varphi(z) - b \right) = \text{sgn} \left( \sum_{i=1}^{n_x+n_y} \gamma_i K(z_i, z) - b \right)
\]
\[
\text{(21)}
\]
If \( f(z) = +1 \) then the testing data \( z \) is classified as from class \( x \), otherwise the testing data \( z \) is classified as from class \( y \).

From the above computer process, we can observe that kernel function \( K \) play an important role in kernel MPM. The most commonly used kernels include Gaussian kernel and polynomial kernel. However, the nonlinear structure captured by these data-independent kernels may not be consistent with the intrinsic manifold structure. To improve the classification performance of kernel MPM algorithm, we adopt the following adaptive kernel learning method.

Since the data-dependent kernel can be obtained via pairwise constraints [11], we can construct the following similarity matrix \( T \) to represent the pairwise constraints
\[
T_{ij} = \begin{cases} +1, & (x_i, x_j) \in SP \\ -1, & (x_i, x_j) \in DP \\ 0, & \text{otherwise} \end{cases}
\]
\[
\text{(22)}
\]
Where \( SP \) denotes similar pairwise constraint (the data pairs share the same class), and \( DP \) denotes dissimilar pairwise constraint (the data pairs have different classes). Let \( L \) be the normalized graph Laplacian matrix defined as follows:
\[
L = I - D^{-1/2}WD^{-1/2}
\]
\[
\text{(23)}
\]
where \( I \) is the identity matrix, \( D \) is a diagonal matrix with its elements are \( D_{ii} = \sum_j W_{ij} \), and \( W \) is the weight matrix defined on the whole data set, its definition is as follows:
\[
W_{ij} = \begin{cases} 1, & \text{if } x_i \text{ is among the } k \text{ nearest neighbor of } x_j \\ 0, & \text{otherwise} \end{cases}
\]
\[
\text{(24)}
\]
Then the manifold adaptive kernel learning can be formulated the following minimization problem:
\[
\min_{k \geq 0} \text{Tr}(LK) + C \sum_{(x_i, x_j) \subset SP} \ell(T_{ij}K_{ij})
\]
\[
\text{(25)}
\]
where $\text{Tr}(\cdot)$ is the matrix trace, $l(\cdot)$ is the square hinge loss function, and $C$ is the positive constant to control the tradeoff between the empirical loss $l(\cdot)$ and the intrinsic data manifold.

Since the optimal problem in (28) belongs to typical semi-definite programming (SDP) problem, which can be easily computed using the standard SDP solver SeDuMi [12]. By using the obtained optimal kernel function $K$ in the computation process of kernel MPM, we can greatly improve the classification performance of the kernel MPM algorithm. The latter experimental results validate this conclusion.

In short, our proposed face recognition algorithm has two steps. First, we extract the discriminative facial feature with LFDA, and then the face image is recognized by using the optimal kernel MPM classifier in the reduced feature space.

4. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of our proposed algorithm and compare it with the state-of-the-art algorithms for face recognition. Our empirical study on the face recognition was conducted based on three real-world face databases.

The facial recognition technology (FERET) face database [13] is a commonly used database for the test of state-of-art face recognition algorithms. In the following, the proposed algorithm is tested on a subset of this database which contains 1400 images of 200 subjects. The subset contains the images whose names are marked with two-character strings: “ba,” “bj,” “bk,” “be,” “bf,” “bd,” and “bg.” Each subject has seven images involving variations in illumination, pose, and facial expression. In our experiment, each original image is cropped so that each cropped image contains the portions of the face and hair. Then, the facial areas were cropped and resized to $32 \times 32$ pixels in experiment. In addition, preprocessing to locate the faces was applied. Original images were normalized such that the two eyes were aligned at the same position. Some sample images after preprocessing of the UMIST databases are shown in Figure 2. The training set is a randomly selected subset with ten images per individual, and the remaining images of the database are used as the testing set. Thus, the training set size is 200. The final recognition accuracy is computed by averaging all ten trials.

The Yale face database (http://cvc.yale.edu/projects/yalefaces/yalefaces.html) contains 165 grayscale images of 15 individuals. The images demonstrate variations in lighting condition, facial expression. In this experiment, all the images are aligned by fixing the locations of the two eyes. Histogram equalization is applied as a preprocessing step. Some sample images after preprocessing of the Yale databases are shown in Figure 3. We randomly select five images of each individual to construct the training set and the rest images of the database to form the testing set. Thus, the numbers of the training samples and testing samples are 75 and 90, respectively. The final recognition accuracy is computed by averaging all ten trials.

To evaluate our proposed optimal kernel MPM (OKMPM) algorithm, we systematically compare it with Eigenface [2], Fisherface [2], Laplacianface [5], SVM [7], and the original MPM [9] algorithms on FERET, UMIST, and Yale databases. For fair comparison, we first apply LFDA to extract facial feature, then SVM (or MPM) classifier is adopted to recognize different face images in the reduced feature space. The classification accuracy for each algorithm on the three databases is reported on the
Table 1-Table 3, respectively. From these results, we can make the follow observations: 1) our proposed OKMPM performs much better than Eigenface, Fisherface, and Laplacianface, SVM, and MPM algorithms on the three databases, which show that simultaneously using the LFDA-based feature extraction method and the optimal kernel MPM classifier can effectively improve the performance of face recognition. 2) Eigenface performs the worst. Laplacianface outperforms Eigenface and Fisherface since Laplacianface considers the manifold structure of face images. 3) Although MPM achieves better performance than SVM by explicitly considering the lower bound of the classification accuracy, it still performs worse than our proposed OKMPM. The main reason could be attributed to the fact that OKMPM can effectively capture the nonlinear manifold structure with the optimal data-adaptive kernel function.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenface</td>
<td>61.2%</td>
</tr>
<tr>
<td>Fisherface</td>
<td>68.5%</td>
</tr>
<tr>
<td>Laplacianface</td>
<td>79.3%</td>
</tr>
<tr>
<td>SVM</td>
<td>84.6%</td>
</tr>
<tr>
<td>MPM</td>
<td>85.3%</td>
</tr>
<tr>
<td>OKMPM</td>
<td>89.4%</td>
</tr>
</tbody>
</table>

In addition, to test whether our proposed optimal adaptive kernel really improve the performance of kernel MPM, we also test the performance of kernel MPM when the kernel is set different kernel functions, such as Gaussian kernel, polynomial kernel, and Sigmoid kernel. The experimental results on the three databases are shown in Table 4. As can be seen, our proposed optimal kernel function achieves the best performance among the compared kernel functions. The possible explanations are as follows: Gaussian kernel, polynomial kernel, and sigmoid kernel are all the data-independent kernels, which may not be consistent with intrinsic manifold structure. However, our proposed optimal kernel is obtained by using the pairwise constraints and exploiting the local geometry of face images. Therefore, the obtained optimal kernel can effectively capture the nonlinear manifold structure of face images, which leads to better performance of kernel MPM.

5. CONCLUSION

In this paper, we have proposed a novel face recognition algorithm based on the optimal kernel minimax probability machine (OKMPM). It can effectively capture the nonlinear manifold structure with the optimal data-adaptive kernel function and obtain an explicit upper bound on the probability of misclassification of future data. The experimental results show that the proposed OKMPM algorithm performs much better than traditional face recognition algorithms. In our future work, we will
focus on the theoretical analysis and accelerating issues of our OKMPM algorithm.
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