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ABSTRACT

This paper describes Hidden Markov Model and itgiagtion in natural language process, first introgs
the basic concept of Hidden Markov Model, thenddtrces the three basic issues and the basic &lgorit
to solve the problems, finally gives the demongirabf the application of Chinese part-of-speedytag
and speech recognition via Hidden Markov Model.
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1. INTRODUCTION the status is hidden, but each status of model is
related with some physical meaning, meanwhile the

Hidden Markov Model is the mathematicalstatus is connected with each other, and which can

statistical model which is used to describe thgansfer from one status to another stat¥s. is

statistical characteristics of random process;sit i

developed by the Markov chain. For the actuaf

problem is more complex than the description of (2) The |limited set of observation

Markov chain model, the observed events is not Q :(0' O,,0.,0,, 0, )

corresponding to the status one-to-one, but relat¥@lues:<° T2 M7, the number

through a set of probability distribution, that rebd pf observanons. value corr_espondlng to _each status

is Hidden Markov Model. It is a double randomiS M, observation value is corresponding to the

process, one of which is the Markov Chain; itctual output of system modeQ, is used to

describes the status transition probability. Whagxpress the observation of time t.

another random process described is the statistics

relationship between status and observation value., i o A= {aij}

The observers perceive the existence and (3) Transition —probability: '

characteristics of hidden status, to form "hidden'd; = F’(Xt+1 = qj|Xt =q ),1S|,J <N g

Markov Model through the observation value . L o

Hidden Markov Model in the 1970s in speectmeetsd; 20, Ll 1,] andZaﬂ =1, 04,.

recognition field attained great success, after itha i

is widely applied in each domain of natural N

language processing, which becomes the important (4) Output probability:B :{bk} b represents

method of natural language processing based on Y

statistics; it is one of important achievementtast  in the status} , the probability of X appears at t

century in the field of statistics natural languagenoment, that

processing. is b, =P(Q=0,/%X=gq), 1< i< NI< ks M .

sed to represent the status of t moment.

Hidden Markov Model is a quintuple group:

(Q..Q,.AB,7) by meetsh, 20,and S h, =1, Oj,-

X1 o' =0 P
(1) The limited set of status: (5) The initial  status distribution:
Q ={01,0,.05. A 0} which T VE) A=P4 =), 1< N, hatis the

represents the model status (i.e. output), the eampProbability of ¢ at moment t=1 ,77 meets
of status is N. For some practical applicationgnev
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> 7 =1; starts from initial status to transfer to Recursive:

N
i . . .
a = ali)a; +b St<T-11<j<N
the end status so far. ) {.Zl: ! )a“} oo L 1<)
All the status_experienced in such a ;ransferring Termination:

process according to the order which is arranged N N

into the vectors, this is called status chain andP(O)=ZP(Ol=Ukl,---,Q =0 X, =qi):ZUT(i)
recorded as: QQ), represents the source status of . B _ -

the No. t time: In such a transfer process, thE Backward probability algorithm: backward and

vectors according to the output descending order Igrward probab|I|Fy algorithms are very similar,
ackward variables are defined as

such a transferring process is called output chai .
which is recorded as: dD, represents the output B (' ) =P (O > t|x‘ - qi)

of No. t transfer. The output chain of Hidden= P (O, = 041, 0; =0, , X, = q)

Markov Model can be observed, but status chain is
not visible. The calculation algorithm of backward

) ) ) probability is:
In this paper, section 2 brings forward three

fundamental questions of HMM; section 3 presents | .. . .. B5; (I) =11<i<N

the basic application of HMM in speech tagging; Halize.

section 4 presents the application of HMM in _ N )
speech recognition, and the related algorithms are Recursive: B (I) =Zaij bjkt+1lq+1( j),
also introduced, in the section 5, the conclus®n i j=1

obtained, HMM is not only widely used in natural{ = T -1,T-2,...,1,1<i< N
language processing, but also has already been used

in many other areas, Termination:

N
2. THE THREE FUNDAMENTAL _ _ _
QUESTIONS OF HMM P(O)‘Zzl: P(Q—Uw X = (H)v

N

In the quintuple group(QX,Qo, A B,IT) of P(Q =0, =0, %= q)= 2 Ry AYAY)

HMM, if A ={A, B,ﬂ} is given HMM  After defining the forward probability, backward
_ . probability and their algorithms, the output
parameter, O _{Ukl’ 21030 ’UkT} 'S" probability P(O) can be calculated as
observation sequence, if its status set N
is SZ{ (oo F's AEEEIR g} , then HMM can P(O):Zﬂt(i)ﬂt(i)
solve the three following fundamental questions: =
) . Problem (2), an observation sequence is given;
Problem (1), based on a given observatioccording to the existing Hidden Markov Model, a
sequence, the probability algorithm of forwardsiarys sequence with the largest probability is
probability can be solved, making observationsng. For HMM, some observation sequence O
sequence appearing before T moment to extrapolalgen from outside is not the only one inside the
the probability of some observation value at CLtrrenSystem corresponding to the status sequence Q, but
moment T. different sequences of status Q will produce
Calculation algorithm can be used for forwarddifferent probability of O. The task of biggesttsta

probability: ~ forward variable is defined Sequence is to look for the most likely status
as sequence Q according to the system's observation

a(i)=PO<t X, =q)=PO,=0,,,0,=0,X, =q) Sequence, Wh.iCh makes the chance of producing O
which is the observed probability @<t at t become the biggest. To solve the problem the most
’ - common method is Veterbi algorithm.Veterbi is a
kind of deformation of dynamic programming
algorithm, the summary is presented as follows:

moment arrive statu% .

Initialize:
a,(i)=P(0,=0,4; X, =q)=b,* 7, 1<i<N

Initialize:

B
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o,(i)=mh, 1<i<N (observation value)V =(w, v, w, W, -, W) .

& (I) = 01<i<N ’ solving the most probable part-of-speech (status)
i - — -_—

sequence T = (tl,tz,t3,t4,--- ,tm) makes the

Recursive: conditional probability P(T|w) is the largest.

olj)=maxod,_li)a, b, 2<t<TI1<j<N
t(J) E‘SN){ ' 1( )a”J 'kt 1= P(T|W) is hard to estimate currently, generally it

¢.(j)= argma>{5t_l(i)aij J,ZS t<Tl<j<N uses the Bayesian principle for conversion, that is
I<i<N
- * . P(T) A(Tw)
Termination: P = max o (I):l , ATw)= PW)
P! = argma>{5T (i )] In part-of-speech tagging, W is given, P(W) does
IisN not rely on T, therefore in the calculation of
Status series solution P(TIW), P(W) needs not to be considered,

meanwhile applying the joint probability formula
P(AB=A(AHgL . there s
From this the best status sequence of(T|w)=R(T) {w =  w j- further application

o o RPN o is being done by the probability multiplication
P(OM) can be obtame(ﬂl ? e formula is doing, there is

s P't=g,(d,), t=T-2,T- 2,1

Problem (3), the estimation of model parameters P(T) P( T|V\/)
is the training problem of HMM, that is, how to P(T|W)_—

- PW)
determine the moded ={A, B,ﬂ} according to

PW, f| W, =150 i-

=l-m

system output, makes the probabilii?(0|/])

being the largest observation value. Generally
Baum-Welch algorithm is used to evaluate all

p(v\”w,..., 1, ,i_])x P(HW;” L e )_

parameters in the model. e
3. THE APPLICATION OF HIDDEN In the expression,
MARKOV MODEL IN PART-OF- W, ...,i=W,W--,W,
SPEECH TAGGING . . :
t, =t 1< <m
3.1 Principle of Part-of-speech Tagging What needs to point out is the above model

Hidden Markov Model in natural languagereflects in ideal condition is the probability
processing in the beginning is used in Chinese woistribution of related part-of-speech tagging, but
segmentation and part-of-speech tagging. In paffor the estimated parameters space is too big, the
of-speech tagging, part-of-speech sequence jgodel can not actually be calculated. Therefore, in
equivalent to the status sequence hidden in HMMpe actual part-of-speech tagging, the model uguall
because part-of-speech sequence is hidden befgj€eds to be simplified to reduce the parameter
mark, it is the goal of need to be solved, the @ivespace. Thus some independence hypotheses are

word string is the sequence of observation symbo|troduced (that is Markov assumption) as follows:
and the known condition before mark. If the part-

of-speech tagging problem model is regarded as aThe emergence of, part-of-speech tags only
HMM, the set of part-of-speech tagging isgepends on limited prior N-1 part-of-speech
determinate (the status number of HMM istagging, that is N-POS model.

determinate), each word corresponding to part-of-

speech is also determinate, in the dictionary, yever p(; |W17"' =Lt e i ])
word has a definite one or several part-of-speech
tags. =P(ﬁ|tl,---,i—1)

In HMM, part-of-speech tagging problem can be ~ P(t|t . ot
expressed as: in a given word sequence (t' |t"\‘ SULET t‘l)
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A word appearance does not depend on ar82 The Experimental Data in Part-of-speech
words, only rely on prior part-of-speech tags, and Tagging
W The corpus library in "People's Daily" in 1998
further suppose words™ only depends on part-of- \ith part labels are used to test and train cotpus
obtain transfer matrix table and frequency table of
part-of-speech, and are used to do HMM tagging,
tl’”"i): p(Wi ‘ti) the samples are shown as follows:

speech tagginéi , thatis :
F)(\N| ‘Wl oo ,i 1t1,...1i): P(\/\/|

Bring (v.) the parents (noun) hope (verbs or noun)
and (conjunction) entrust (noun) to arrive (v.)
Beijing (noun)

A1) = __ﬂ Ptttz oot JPINE) Tagging process:

After the above assumptions, a HMM with N-1
order of part-of-speech tagging can be obtained:

P (noun | auxiliary) = C (auxiliary, the noun) / C

In the expressiorP(V\{H) is called emission (auxiliary) = 45214/74792 = 0.6

P (verb | auxiliary) = C (auxiliary verbs) / C
(auxiliary) = 5235/74792 = 0.07

P (hope | noun) = C (hope, noun) / C (noun)

If the emergence of part-of-speech taggihg 364/385325 =0.0009
depends on just a limited prior part-of-spedch, P (hope | verbs) = C (hope, verbs) / C (v.)
402/201424 = 0.002
t P (noun | auxiliary) P (hope | noun) = 0.6 *
of-speech tagging i , thus 0-0009 = 0.00054

PTW)= T Arlt) Hwlg - P(ilia) P (verb | awdiay) P (nope | verbs) = 0.07 *

and P(V\{H) are two key parameters in the Tagging results: bring (v.) the parents (noun)
hope (noun) and (conjunction) entrust (noun) to

expression, hereintoP(V\{H) refers to the arrive(v.) Beijing (noun)

Conclusion: lots of experiment results show that
based on the HMM speech tagging, the correct rate

P(ﬁ |1;_1) represents the times from part-ofof mark results can reach 92%.

4. THE APPLICATION OF HIDDEN
MARKOV  MODEL IN  SPEECH

In the large-scale corpus, according to law of =~ RECOGNITION
large number, the expression can be obtained,

Pwlt )=ciw .t )/clt ot In the 1980s, J.K.Baker of CMU university
M") ( ' ') (') , C(W"t') represents applied the HMM to speech recognition field, in the

the times while the part-of-spee¥l is t, ; (t) speech recognition it achieves great success, and
' becomes the main method of speech recognition.

probability; ParameterP (l; |1;_N P SUPEEE 1;_1)
becomes the status transition probability.

the emergence of word only depends on part-

probability of part-of speech word\N in t; ;

speecht;_; to nextt; .

represents the times of part-of-spedc
P ! P pedgh According to the introduction of the hidden

markov model principle, we known it is a double

random process in speech recognition, these two
random processes commonly describe the statistical
In the epreSSion,C(ti_ll'ﬁ) represents the properties of the speech signal, one is an implicit
stochastic process that uses markov chain with
finite state number to analog voice signal change,
speech t, C(V\(,I),C( I_l), C(it) are all and the other is an observation vector random
Jprocess which is closely associated with each state
of markov chain. So a certain period of

characteristics of speech and time-varying signals
are described by corresponding state observation

P(ti |ti—l) = C(ti—l'ti )/ C(ti—l)

times from part-of speecht,_; to next part-of-

obtained from corpus library with good mark an
segmentation.
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symbol of stochastic process, and the change of Backward ratio algorithm is listed as following:
signal at any time is described by transfer
probability of hidden markov chain.

Based on hidden markov model, a speech B:(i)=11<i <N
recognition algorithm count based on a large
number of speech data, and establishes the
recognition statistical model, then extracts feadur ol ) )
from voice for identification, measures the ,8t(|):Zaijbj QAL(D)t=T-1T-1..1kisN
similarity through comparision with the model, and__ .. =
outputs the recognition result which is the catggor
of highest similarity model. In general, hidden N
markov model constitutes a speech recognition P(O|/])=z,8r(i)
system or speakér s recognition system, which i=1
needs to solve three basic problems.

(1)Initialization:

(2) Recursion:

After defined forward probability backward
4.1 The Calculation Of Observing Output probability and their algorithms, observation outpu

Probability P(0]A) probability P(0]1) i easy to be obtained:
For the given observed sequence

030,920 Ly moger  POID=Da(A0)

A={m+ A+ B , the probability of model to

produce zero O can adopt forward probability ang-2 The Search Of Best State Sequence
backward probability, in order to make the For HMM system, some sequence O observed
from external is not the only one in the internal

system corresponding to state sequence Q, but the
Definiton 1 Forward probability —uses probability of different Q producing O is not the
observation sequence before T moment to calculas@me. The searching task of best status sequence is
the probability of an observed value at currenetimlooking for the most likely state sequence Q
T, that is,vusing the probability d®,,0,,..Q_, acco.rd'irjg to the system output O, making the
- possibility of state sequence to produce O become
to calculate the probability of the maximum. The commonly used algorithm is
appearindd;,0,,...Q_;,Q . It can be presented Viterbi algorithm. Viterbi algorithm is a kind of
deformation of dynamic programming algorithm, it

calculation reduced tdN?T operations.

bya, (i) can be got via recursion algorithm as follows:
Forward probability calculation algorithm is: (1) Initialization:
(1)Initialization: 4()=mb(q),1<i<N

a,(i) = 71b (0,),1<i<N #.() =0,1<i <N

2)Recursion:
@ (2) Recurse:

(1) :{Z:“t(i)au}bﬂ QailstsTH a(j) =maxid.. (1, b, Q).1<i<N
1< j<N | 25tsT,1s_jsN
(3) End: 4,() =argmaxp,_, (|
P(011)= 3. () 2<t<Tisi<N

Definition 2 Backward probability uses (3) End:
0,.5:O.3-.-,Q, to calculate the probability of P* =max[d, (i)]

I<isN
0., O,,,...,Q, , which is presented by, (i) .

e —
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* =arg maxjo; (
G+ =arg maxjo ()]
(4) State sequence solving:

qt* = ¢t+1( q+l*)l t: T_l, T_Z,...,l

Therefore the best state sequenceP((pM)

* * *
can be obtained(:ju O G )

only in these two aspects. HMM as a good rhash
model, its research is relative thorough, algoritem
mature, efficiency is high, effect is good, andsit
easy to train, in the model. If the observatiorueal

is taken as Chinese word; the status is regarded as
English, which can solve the machine translation
problems. HMM is not only widely used in natural
language processing, but also has already been used
in many other areas, such as signal processing,
image processing, machine vision, even genetic

4.3 Model Parameter Estimation
Model parameter estimation is a training problem

engineering and other disciplines.

of HMM model, that is, how to determine the REFRENCES:

A={m AB
P(O| A) maximum according to the given system[l]

output. The researcher generally adopts Baum-
Welch re-estimation method to do HMM model[z]

training.
Baum - Welch algorithm can be described as
follows: [3]

[4]

model and make

_a.0)a,(Q.)4.0)
P(O[4)
E@.0)

t

(i)
Thus
vi)=>.
=1
' [5]

Thus the famous re-estimate formula in Baum-
Welch algorithm:

[6]

— _ Eﬂﬁ)_ > w)
=) =B g =

[7]

Zmn

j ={7ZK_B is the model parameter after

estimation, and?(O|A)= P(O|A). (8]
Complex speech recognition problem is simply
expressed and solved through hidden markogé]

model. Hidden markov model recognition system i
better than any other system, there exists more
training data statistical information in hidden
markov model recognition system, and solving the
difficulties in training and classification, theoeé

the application of the hidden markov model in
speech recognition is a great success. [10]

5. CONCLUSION
The application of Hidden markov model in

speech recognition and speech tagging still nemds t
improve, and the application of the model is not
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