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ABSTRACT

Quantum-behaved particle swarm optimization (QPEBQ) good optimization technique which has been
successfully applied in many research and applicadreas. But traditional QPSO algorithm is easfafio
into local optimum and the rate of convergencelasvsTo solve these problems, an improved algorithm
based on dynamic adjustment of the acceleratictorfag proposed. The experiments on high dimensiona
function optimization showed that the improved aiidgon has more powerful global exploration abikyd
faster convergence speed.
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1. INTRODUCTION 2. INTRODUCTION TO PSO

Modern heuristic algorithms are considered a2.1. Background
practical tools for nonlinear optimization problems PSO is based on swarms such as fish schooling
Particle swarm optimization (PSO) is a populationand bird flocking. According to the research result
based, self-adaptive search optimization technigder bird flocking, birds find food by implementing
first introduced by Kennedy and Eberhart [1, 2] iran “information sharing” approach.
1995. The method has been developed through a

: . L : Each particle moves over the search space
simulation of simplified social models.

according to the historical behaviors of the péatic
PSO is a kind of algorithm based on sociaand its companions. Suppose that the locationeof th

psychology. Like GA [3], PSO must also have ath particle is represented

fitness evaluation function. Compared with GA4q X, =(X;, X, " X4) . The best previous

PSO has some attractive characteristics. It has . o . :

memory, so knowledge of good solutions iosition of the ith particle is represented

retained by all particles [4]. But in GA, previousas P = (P, P, -+ Py) , which is also called

Lngg:gsgon is destroyed once the pOpUI‘rjltlonpbest. The locationp, is also called gbest. The

. . velocity for the ith particle is represented
The PSO method is becoming very popular due,, _

to its simplicity of implementation and ability to asV; = (Vi Vip, Vi) -
quickly converge to a reasonab_ly gooql so!utmn. In If g is the index of the particle visited the best
recent years, there has been increasing interest in
developing the PSO algorithm. PSO has bedppsition in the swarm, and theP; becomes the
applied successfully to all kinds of optimizationpest solution found so far, and the velocity of the
problems such as nonlinear functions [5], neurdarticle and its new position will be determined
networks [6-8], power and voltage control [9], andaccording to the following equations (1a) and (1b),
task assignment problem [10], etc. respectively:

This paper is organized as follows. In section 2 vjd = wxvid + clxrand ()x (pid — xid)
the background of PSO and QPSO is presented. The .
improved algorithm is presented in section 3. In +C€2xrand()x (pgd - xid) (1a)
Section 4 some experimental tests, results and . . .
conclusions are given. Section 5 concludes the Xid =xid +vid  (1b)

paper.
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Where the functionrand O can generate a function of position [15-17]depicts the state oéth
random number between 0 andW.is called the Particle in quantized search space, not informisg u
inertia weight. 1 and c2 are two constant of any certain information about the position of a

. .. particle that is vital to evaluate the fithess of a
numbers, which are often called the cognmvng

. - article.
confidence coefficients.

. . . A global point denoted best is introduced
The procedure for implementing the PSO I$hto ngoo.a point denoted as mbest 1S introduce

given by the following steps:

M
Initialize the populationX mbest = ﬁz P
for each particleX do =
update the particle's best position 13 1y 1Y
- - =2 P 2 R 2 Re) ()
it f( X ) < f(pbi) then M~ "M M <
pbi =X The procedure of QPSO is given by the
end if following steps:

update the global best position

if f(pbi) < f(gb) then Initialize the populationX;

gb = pbi Do .
end if find out the mbest of the swarm by equation (2);
end for for 1=1 to population size M;

update particle's velocity and position if f( P)<f( X ) then P =X

for each particleX do P, =min(p)

for each dimension d in D do
update particle's velocity by equation (1a)
update particle's position by equation (1b)

for d=1 to dimension D
f.,=rand(0,1), f,, =rand(0,1)

end for P=(f. *pid+ f.,*pgd)/( f,+ f.,)
end for

it=it+1 L=beta*abs(mbestdx,, )

until it < max iterations u=rand(0,1);

if rand(0,1)>0.5;

X4 =p-abs(mbestdX, ) Xlog(1/u);

Algorithm 1. The PSO algorithm
else

2.2. Quantum Model of PSO X4 =p+abs(mbestdX; ) Xlog(1/u);
The development of quantum mechanics [11, 12]  until the termination criterion is met.

forced the scientists to rethink the applicabilitly
classical mechanics and the traditional  Algorithm 2 The OPSO algorithm
understanding of the nature.

THE IMPROVED ALGORITHM BASED

In classical PSO algorithm, a particle is deplcteg ON ACCELERATING FACTOR (AQPSO)

by its position vector and velocity vector, which
determine the trajectory of the particle. In quamtu
world, the term trajectory is meaningless, because From the QPSO algorithm, we can know local
position vector and velocity vector of a particenc attractor { is determined by local optimum
not be determined simultaneously according topbest and global optimungbest :

uncertainty principle. Some researchers consider a

social organism is a system far more complex than 4 = 4 —2)e

that formulated by particle swarm optimization, and =9~ pbest+ (1 ¢) gbest,

a linear evolvement equation is not sufficient tog=__Gf1 r ~u (0]) r, ~U (0,1

depict it at all. Quantum-behaved Particle Swarm (I‘:Hfl+cr ’ ’ 2 , ,’ '
Optimization (QPSO) was proposed [13, 14] in Fro staidard PSO algorithm, it is known that
2004. QPSO is inspired by quantum mechanics art] and C, as two accelerating factor, will not

fundamental theory of particle swarm. Wave,nyy affect the algorithm convergence speed, at the
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same time, also may lead to premature phenomenonStep 4. Calculated error values according to the
occurs. In the early stage, if the local optimas haerror function
faster convergence speed and the global optimal has f(x)- f(ng)

slower convergence speed, or in the late stage, thd = ;

local optimal has slower convergence speed and the MIN(ABS(f (x)), ABS(f (F;)))

global optimal has faster convergence speed, Cangiens  Calculated accelerating factor based on

effectively avoid the happening of premature. 1@ thy o occeleration factor function:

early stages, the particles and the optimal lonatio . ' . N

are far away. At later stage, the position of the Step 6. Obtain the average optimal position:

particle and the optimal location are closer. We ca mbest

use the error function represented the closer degre i

between particles and the global optimal position, _ 1 & 13 1y 1y

so as to select the corresponding acceleratioonrfact ~ (ﬁ ~ Pil’ﬁz P'Z’ﬁz P'3’DEN Z R s
p

i i=1 i=1 i=1
The particles closer to the global optimal g

o ; i 7. Obtain the local attractor:
position, the acceleration factor. Let error fuonti

as follows: Updatecl and c2 by equation (3);
_ ABS(F, - ngw)
MIN(ABS(F,), ABS(F ., )) p=—31 v ~U(01 s, U (01
Gr + Gyl
Where Fis the fitness of the ith particle,
Fypest is the fitness of global optimalABS(F, ) is P, (t) =g, (t) R, (t) + (1—¢ij (t)) [P, (t)
absolute value ofF , thus acceleration factor
function is: Step 8. update the particle's velocity and position
cl = X+

MAXITER-t
(Me—me)x = mer ™ AF>F == Ambest; () -x 0 IhW x4 ©)

. MAXITER-t Step 9. If i i i i

_ x + p 9. If iteration terminated, output optimal
(Mc =mc)xsing MAXITER )+ me AF < Fo value; otherwise return 3 and continue.
c2 = 4. EXPERIMENTAL RESULTS
(Mc_m)xsin(MAXITER_t)+mQ A set of unconstrained real-valued benchmark
MAXITER AF > F, functions was used to investigate the effect of the

MAXITER -t improved algorithm. The functions are shown in
(Mc—me)x—————+ Table 1.

MAXITER
(3) AF <F,  The results are shown in Table 2. Each point is

made from average values of over 30 repetitions.

Where F, =0.3. For sphere function and Ackey function, AQPSO

. . .algorithm can effectively improve the accurac

_The procedure for |mplementlng the AQPSO i ugch that the optimal vaI?J/e obrftained is much closyer

given by the following steps: to the theoretical one and the accuracy is improved
Step 1. Initialize all particles; compared with the standard QPSO algorithm.
Shaffer function is a multimodal function, from the
Sesults of iteration, the convergence effect os thi

of B: algorithm is not as good as the standard QPSO
1 " _ algorithm, but the difference is small and

£ =(1-0.5)"(MAXITER-t)/MAXITER+ 0.5 acceptable. On the convergence time, there is a
, Where t is the number of iterations significant improvement as expected. These
_ ) ) experimental results show that improving algorithm

Step3 . Calculating the fitness of each particle; can effectively improve the convergence speed with

Step 2. Calculation of the value of the variabl
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excellent convergence effect.
70
Table 1 Functions Used To Test The Effects Of AQPSO
60
Function Function expression
S h n 501
phere f(x)= 2
function 1( ) tZ:1: % £
n ¢
- 2 _ & 3or QPSO
Rastrigrin f3(x) - Z(Xt 10 Coi 27Xt) /
; =1 I
function _:10) 2 AGPSO
10} /
(x —100Yy ‘ ‘ ‘ ‘
Griewank 2 40002 X 0 1000 1500 2000 2500 3000

The number of iterations

function 100
>+ 1

I_l cos

Figs.1. Sphere Function

n 350

-0.
Ackey f,(x) =20+e- 2@ n 300F

function

ancos(m) 2500
t=1
-e n %200— / |
f4(X) =0.5+ g ol . A-QPSO |

Shaffer's (sinyx*+x,7)*- 0.5 ol

e
.

function
(1+0.000x? +x,?) ¥
50+
Table 2 The Performances Of AQPSO % a0 1000 15‘00‘ ‘20‘00 m0 am
The number of iterations
algorithm OPSO AQPO Figs.2. Rastrigrin Function
optimal time(s) optimal time(s) .
Sphere 5.29e-29 3.67 3.12e-301
0r
Rastrigrin =~ 23 4.08 23.8 3.27
Griewank 0 3.93 0 381 .
Ackey 2.79e-3 4.13 2.66e-3.84 P~
E QPSO
shaffer 0 3.67 1®e- 3.02 o 40 /

w
=]

/A—QPSO

The comparison of two methods with convergent
curves is shown in Figs.1. to 5.

N
=)

The experiment results show the AQPSO Y
algorithm has better result. Comparisons with ‘ ‘ ‘ ‘ ‘
QPSO, the AQPSO algorithm has both global % 50 1000 1500 2000 2500 3000
search ability and fast convergence speed. The number of terations

Figs.3. Griewank Function
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