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ABSTRACT 
 

In test cost-sensitive decision systems, it is difficulty for us to find an optimal attribute set and construct a 
quality classifier with limited cost. The minimal test cost-sensitive attribute reduction is proposed to 
address the former problem. However, it is inevitable to remove some good even better attributes in the 
minimal test cost-sensitive attribute reduction. As a result, the classification accuracy is not high in the 
minimal test cost attribute reduct. Suppose we have limited cost more than the minimal test cost, we can 
select addition important attributes to improve the classification accuracy. Therefore, our work includes 
two aspects. 1) Find an optimal attribute set with limited cost. We put forward a good method to find an 
attribute set based on the limited cost. 2) We improve the decision trees to build a quality classifier. We 
construct the root node of the decision tree by several best attribute values. These values just cover the 
entire dataset. So we can generate more quality rules than ID3. Experimental results indicate that the 
improved decision tree gets higher accuracy than ID3, and in comparison to the minimal test cost reduct, 
attribute selection based on the limited cost is feasible to improve the quality of classifiers. 

Keywords: Date Mining, Cost-Sensitive Learning, Test Cost-Sensitive Attribute Reduction, Limited Cost 
Classification 

 
1. INTRODUCTION  

 
In data mining and machine learning, cost-

sensitive learning is one of challenging problems. It 
is widely applied in many areas, such as medical 
diagnosis [1], Internet-based distributed systems [2], 
machine fault diagnosis, etc. In the cost-sensitive 
decision systems, our aim is to decrease cost and 
meanwhile keep the high quality of classifiers at the 
same time. Recently, it attracts much attention in 
many fields, such as decision trees [3, 4], neural 
networks [5], rough sets [6].  

Test cost is one main type of costs. In test cost-
sensitive systems, every conditional attribute has a 
characteristic value called test cost, so attribute is 
also called test. It means that one need afford test 
cost, while getting the value of an attribute. For an 
instance, in clinic systems, a patient need to be 
tested a series of body examining. Then each 
examination needs cost. However, if a patient can 
not afford all test cost, what can he/she do? In this 
situation, we must give up some tests. This problem 
is called limited cost problem. The minimal test cost 
reduct (MTR) has been proposed in [7, 8]. It aims at 
minimizing the test cost and meanwhile keeping the 
simplest information of the decision system. Some 
heuristic algorithms, such as genetic algorithms [9, 

10], ant colony optimization algorithms [11], are 
used to find the minimal test cost reduct.  

In test cost-sensitive systems, classification is 
another key issue. Classification aims to construct a 
high quality classifier to predict some unseen 
instances. A larger number of approaches have been 
proposed to build classifiers, for example, decision 
trees [12], support vectors machine [13], associative 
classification [14], etc. For the MTR problem, test 
cost-sensitive attribute reduction can find a minimal 
test cost reduct. However, the minimal test cost-
sensitive attribute reduction removes some 
important attributes. As a result, the number of the 
rules generated by this reductive decision system 
may reduce considerably. It drops the quality of 
classifiers. Therefore if the resource is more than the 
minimal test cost, we can select addition important 
attributes to improve the quality of classifiers.    

  In this paper, confronting limited cost problem, 
we design a new approach to construct the 
classifiers. This approach includes two aspects: one 
is selecting an optimal attribute set and the other is 
building a quality classifier. We put forward a 
method to find an optimal attribute set based on 
limited cost and a greed strategy. This method can 
preserve more information of decision systems than 
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the minimal test cost attribute reduct. We also 
propose another new attribute selection method to 
compare with the above-mentioned method. The 
second method selects attributes based on the 
minimal test cost ruduct, limited cost and a greed 
strategy. Then we improve decision trees to build 
high quality classifiers. In comparison with ID3 [12], 
the root node of our method consists of a set of best 
attribute values. These attribute values just cover the  
entire training dataset. Our method has following 
advantages: 1) The quality of internal nodes at the 
first level is higher than ID3; 2) It can generate more 
rules than ID3; 3) An instance may be covered by 
several rules in our method while it is covered only 
once in ID3. Experimental results indicate that the 
improved decision tree gets higher accuracy than 
ID3, and in comparison to the minimal test cost 
reduct, selecting addition important attributes can 
improve the classification accuracy obviously. 

The outline of this paper is as follows. In section 
2, we introduce some preliminary knowledge of the 
limited cost problem in test cost-sensitive decision 
systems. The section 3 presents the idea of attribute 
selection and improved decision trees. We report the 
analyses on the experimental results in section 4. 
Finally, we conclude in section 5. 

2. TEST COST-SENSITIVE DECISION 
SYSTEM WITH LIMITED COST 

 
This section reviews some basic knowledge about 

attribute selection with limited cost in test cost-
sensitive decision systems. 

A simple test cost-sensitive decision system (TC-
DS) is often denoted as S = (U, C, D, {Va | a ∈ C ∪ 
D}, { Ia | a ∈ C ∪ D}, c), where U is a finite set of 
objects called the universe, C is the set of 
conditional attributes, D is the set of decision 
attributes, Va is the set of values for each a ∈ C ∪ D, 
Ia : U → Va is an information function for each a ∈ 
C ∪ D, and c : C → R+ ∪ {0} is an attribute cost 
function which is denoted by a vector c = [c(a1), 
c(a2), . . . , c(a|C|)]. Given a set A ⊂ C, c(A) = Σi c(ai), 
ai ∈ A. Table 1 and Table 2 represent a TC-DS. 

Attribute reduction is an important issue in rough 
sets. It is widely used in data mining and machine 
learning. Much research on rough sets constantly 
comes forth, such as covering-based rough set [15], 
decision-theoretical rough set [16], variable-
precision rough set [17] and test cost-sensitive 
rough set [7]. We give some definitions on the test 
cost-sensitive decision system with limited cost. 

Definition 1: [7] Any B∈C is called a decision 
relative reduct of S iff: 

1)  POSB(D) = POSC(D), and  
2) ∀ a ∈ B, POSB-{ a}(D) ⊂ POSB(D). 

Definition 3: [7] Let Red(S) denote the set of all 
decision relative reducts of a TC-DS S. Any R ∈ 
Red(S) where c(R) = min{ c(R') | R' ∈ Red(S)} is call 
a minimal test cost reduct. 

Given a decision system S, let ui denote the 
number of instances with class clsi, and |U| = Σi ui be 
total number of U. Then p(ui) = ui / |U| denotes the 
probability of class clsi in U. The information 
entropy of U is H(U) = -Σi p(ui)log p(ui). Let ti 
denote the number of instances with qi of 
conditional attribute Q, uj denote the number of 
instances with di of the decision attribute D. The 
conditional information entropy of Q respect to D is 
H(D | Q) = -Σi p(qi) Σj p(uj | qi) log p(uj | qi), where 
p(qi) = |qi| / |U|, p(uj | qi) = |uj ∩ qi| / |qi|, i, j = 1, 
2, . . . , k. The information gain is denoted as 
follows. 

Definition 4: [7] Let B ⊂ C, ai ∈ C and ai ∉ B, d 
∈ D. The information gain of ai respect to B is 

}).{|}({)|}({),( ii aBdHBdHaBf ∪−=  (1) 

The information gain-based λ-weighted 
reduction algorithm [7] is an efficient heuristic 
algorithm to find the minimal test cost reduct for 
small datasets. The heuristic function is denoted by 

,),(),,( λ
iiii caBfcaBf =                           (2) 

where λ is a non-positive number. 

Definition 5: Let lc denote limited cost. Any A ⊂ 
C, ai ∈A, c(A) <= lc is called test cost attribute 
selection with the limited cost problem. 

In test cost-sensitive decision systems, our task is 
to find an optimal test cost attribute set with the 
limited cost and construct a high quality classifier. 

3. CLASSIFICATION WITH LIMITED 
COST  

 
In this section, we describe the new algorithm 

which has two stages in detail. The first stage is an 
attribute selection. We propose two selection ways 
so that the experimental results can be compared 
with each other. In the second stage, we improve 
the decision trees to build a quality of classifiers. 
The detail classification strategy is described in the 
following. 
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3.1 Attribute Selection With Limited Cost 
In test cost-sensitive decision systems with 

limited cost, test cost attribute selection is a key 
issue due to that the quality of selected attribute set 
is concerned with the quality of classifiers. Given a 
limited budget which is more than the test cost of 
the minimal test cost reduct, it is obvious that 
addition attribute selection based on the minimal 
test cost reduct and a greed strategy is fast and 
convenient. However, the classifier builded by this 
attribute set may be not high. Therefore, in 
comparison to above method, we propose another 
optimal attribute selection method based on the 
limited cost and a greed strategy. 

The first attribute selection method is shown as 
Algorithm 1 and Algorithm 3. It selects addition 
attributes based on the minimal test cost reduct, 
limited cost and a greed strategy. The detailed 
measure is shown as the following Example 1. 

Example 1 A training data set T is shown in 
Table 1 and the corresponding cost vector is shown 
in Table 2. In this training data set, the total test 
cost is 653, and suppose the budget is 288. 

First, Algorithm 1 finds the minimal test cost 
reduct through Formula 1 and 2. We produce 
different test cost reducts in the different λ 
environments, shown in Table 3. Then we select the 
best test cost reduct of them. The total test cost of 
reduct (a0, a8) is 96, and the total test cost of reduct 
(a0, a4, a5) is 118. So we select the reduct (a0, a8) as 
the minimal test cost reduct and add them to the 
solution set. Then the remainder budget is 192. 

Second, we select other attributes CA according 
to information gain and test cost through a greed 
strategy.  We compute the information gain f(∅, ai) 
of each attribute ai, where ai  ∈ CA and c(ai) is less 
than remainder budget. Then we sort CA according 
to f(∅, ai) in a descending order. If there are two 
attributes with the same information gain, we sort 
the two attributes according to test cost in a 
ascending order. The  order of CA is (a3, a6, a4, a7, 
a5, a1, a2). Then we select attributes from CA one 
by one until the budget is not enough.  So we select  
a3 and a6 to the solution set, and the remainder 
budget is 3. None attribute in CA meets the 
condition. The final solution set is (a0, a3, a6, a8). 

The second attribute selection method is shown 
as Algorithm 2 and Algorithms 3. It is based on 
limited cost and a greed strategy. It contains two 
main steps: Step 1, if the remainder budget allows, 
we add the current best attribute a one by one into 
the solution set according to the information gain 

f(SS, a) until the solution set becomes a super-
reduct, shown in Algorithm 2 from Line 2 to Line 
14; Step 2, whatever the solution set is a super-
reduct or not after Step 1, we consider other 
attributes CA of which test cost meets the 
remainder budget. We compute the information 
gain f(∅, ai) of ai, where ai ∈ CA. The next attribute 
selection steps are the same to the second step of 
the combine of Algorithm 1 and Algorithm 3, using 
Algorithm 3 to select addition attributes one by one 
according to the information gain and test cost. 

Table 1 A Training Data Set 

a0 a1 a2 a3 a4 a5 a6 a7 a8 d 

1 9 19 30 55 60 72 79 82 89 
5 9 11 32 55 59 76 80 88 90 
3 7 14 35 53 60 73 81 88 89 
3 10 17 32 55 59 76 80 83 90 
3 9 11 35 55 58 72 81 88 89 
3 9 14 33 52 57 75 80 85 90 
4 9 11 36 54 59 73 80 88 89 
4 9 19 33 52 56 75 80 85 90 
3 9 11 37 54 60 73 81 88 89 
3 10 14 33 55 60 75 79 82 90 
1 10 18 34 55 60 72 79 82 89 

 
Table 2 The Test Cost Vector 

a a0 a1 a2 a3 a4 a5 a6 a7 a8 
c(a) 14 81 94 91 47 57 98 89 82 

 
Table 3 The Reducts With Different λ 

λ -0.50 -0.75 -1.00 -1.25 -1.50 
reduct (0, 8) (0, 8) (0, 4, 5) (0, 4, 5) (0, 4, 5) 

 
3.2 Improved Decision Trees 

 In traditional decision trees, such ID3/C4.5, the 
root node includes an attribute in general. This tree 
is too small to build a high quality classifier. In this 
paper, we propose an improved decision tree called 
multi-attribute values in root node decision trees 
(MVTD), shown as Algorithm 4 and Algorithm 5. 
This approach contains two steps: Step 1, construct 
the root node. This is the most important step in our 
approach. We select several best attribute values to 
construct the root node. These values can just cover 
the entire the training set. Given a training set T, we 
split T to sub-datasets, s1, s2, . . ., si, with each 
attribute value, v1, v2, . . ., vi, respectively. An 
attribute value vi is corresponding to a sub-dataset si 

which is covered by vi. We use a measurement to 
compute the gain of vi. Suppose si split by vi from T, 
if the si.classEntropy > 0, the gain of vi is 
|si|/si.classEntropy, where |si| is the number of 
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instances of si and si.classEntropy is the 
information entropy of si. As we know, the 
si.classEntropy is smaller, the dataset is clearer. 
And the |si| is larger, it can increase more gain of vi. 
If si.classEntropy equals to 0, we think the gain of 
vi is infinity. We use this measurement to compute 
the gain of all vi. Then we sort all vi according to 
the gain with a descending order. We select the  vi 
according to the gain one by one to construct the 
root node until the union of all selected si covered 
by vi just covers the entire T, shown as Algorithm 4 
from Line 2 to Line 21. This process is the 
difference with the ID3, which is our main work; 
Step 2, we employ the selected si to build decision 
trees respectively. The process of building decision 
trees is the same to ID3 [12].  We produce a rule 
beginning at the rood node and following path and 
internal nodes until reaching a leaf node. If the 
class value in leaf node is null, this rule is pruned.   

3.3  Classification 
In this part, we give a measurement of the 

important rules. Then we employ the best rule to 
predict a unseen instance. For a rule, we use the 
number of instances which the rule covers as the 
importance of this rule.   

For a testing instance, we select the best rule 
which is matched by this testing instance to predict 
this testing instance. Otherwise, we select the best 
rule which the first item is matched by this testing 
instance to predict it. 

Algorithm 1 Attribute selection based on the minimal 
test cost reduct, limited cost and a greed strategy. 
Input: S = (U, C, D, V, I  , c), limited cost lc,  
          L the set of λ. 
Output: A solution set, SS. 
1．MTR(R) = ∅, SS = ∅, CA = ∅ ; 
2．for(∀λ ∈ L) 
3．   use information gain-based λ-weighted       
         reduction algorithm to find a test cost     
         reduct  R → MTR(R); 
4．end for 
5．select the minimal test cost reduct CBAS, 
      where c(CBAS) = min{ c(R) | R ∈ MTR(R)}; 
6．Candidate attributes CA = C - CBAS, 
      SS = CBAS, lc = lc - c(CBAS); 
7．for(∀ a ∈ CA)  
8．   if(c(a) <= lc) 
9．     compute the f(∅, a) ; 
10．  end if 
11．end for 
12．B = selectAttributes(lc, CA); 
13．SS = SS ∪ B; 
14．return SS; 

Algorithm 2 Attribute selection based on limited cost 
and a greed strategy. 
Input: S = (U, C, D, V, I  , c), limited cost lc,  
Output: A solution set, SS. 
1．CBAS = ∅, SS = ∅, CA = C; 
2．while(POSCBAS (D) ≠ POSC (D) and CA ≠ ∅) 
3．    for any a ∈ CA  
4．      if c(a) <= lc 
5．         compute f(CBAS, a); 
6．      else  
7．         C = C - {a};  
8．      end if 
9．    end for 
10．  select a' with    
          c(a') = min{ c(a) | a ∈ max f(CBAS , a)}; 
11．  CBAS = CBAS ∪ {a'}; 
12．  lc = lc - c(a'); 
13．  CA = C - {a'}; 
14．end while 
15．CA = C ; 
16．for any a ∈ CA, if c(a) <= lc, compute  
        f(∅, a);  
17．CA = selectAttributes(lc, CA); 
18．SS = CA ∪ CBAS; 
19．return SS; 

Algorithm 3 Select attributes according to information 
gain and test cost. 
Input: limited cost lc, candidate attributes CA. 
Output: a set of attribute SA. 
Method: selectAttributes. 
1． SA = ∅ ; 
2． sort CA according to information gain in a   
       descending order. If two attributes have the   
       same information gain, sort the two attributes   
       according to test cost in a ascending order; 
3． while(CA ≠ ∅)  
4．     CA = CA - {a}, where a is the first 
           element of CA; 
5．     if(f(∅, a) <= 0)  
6．       break; 
7．     else if(c(a) <= lc) 
8．       SA = SA ∪ {a}; 
9．      lc = lc - c(a); 
10．  end if 
11．end while 
12．return SA;  
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Algorithm 4 Multi-attribute values in root decision 
trees (MVDT). 
Input: S = (U, C, D, V, I  ). 
Output: A classifier cl. 
1．   root = ∅ , dataset = ∅ , cl = ∅ ; 
2．   for any v ∈ V  
3．     split S to s with v; 
4．   end for 
5．   for any v.s 
6．      compute v.s.classEntropy; 
7．      if(v.s.classEntroy == 0) 
8．        root ∪ {v}; 
9．        dataset = dataset ∪ v.s; 
10．    else 
11．       gain(v) = |v.s| / v.s.classEntropy; 
12．    end if 
13． end for 
14． sort V according to gain(v) in an descending   
         order;  
15． while(V ≠ ∅) 
16．    V = V - {v}, where v is the first 
            element of V; 
17．    root = root ∪ {v}; 
18．   dataset = dataset ∪ v.s ; 
19．   if (dataset = S)  
20．     break; 
21． end while 
22． for any v ∈ root 
23．   v.s.makeTree(); 
24．   v.cl = v ∪ v.tree. 
25．   cl = cl ∪ v.cl; 
26． end for 
27．return cl; 

Algorithm 5 Make a decision tree. 
Input: S = (U, C, D, V, I  ) 
Method: makeTree. 
1.    if(|U| == 0) 
2.      leaf = null; 
3.      splitAttribute = null; 
4.      return; 
5.    end if 
6.    if(classEntropy <= 0) 
7.      leaf = classValue;  
8.      splitAttribute  = null; 
9.    return; 
10.  end if 
11.  for any a ∈ C, compute f(∅, a); 
12.  select a' with the maximal f(∅, a); 
13.  if ( f(∅, a') <= 0) 
14.    leaf = bestDecisionValue; 
15.    splitAttribute  = null; 
16.    return; 
17.  end if 

18.  splitAttribute = a'; 
19.  split S to si by splitAttribute.vi; 
20.  for any si,  
21.    si.makeTree(); 
22.  end for 

 

4. EXPERIMENTS 
 

The experiments perform in 7 UCI datasets 
which are digested in Table 4. The basic settings 
are as follows. Uniform distribution [7] is 
employed to produce test cost which ranges from 1 
to 1000. The set of L ranges from -0.25 to -2.5 and 
the step length is -0.25. Experiments run ten-fold 
cross validation method for each dataset. The 
budget is produced by a function, but also can be 
set by users. The experiments run in a dynamic 
environment where both the training set and the test 
cost change. 

In the Table 5 and Figure 1, we give the accuracy 
of ID3, MVDT, 0-MVDT, 1-MVDT, 2-MVDT. 
The accuracy of ID3 and MVDT is obtained 
without cost limit. 0-MVDT denotes MVDT based 
on the minimal test cost reduct. 1-MVDT denotes 
MVDT based on the minimal test cost reduct, 
limited cost and a greed strategy. 2-MVDT denotes 
MVDT based on the limited cost and a greed 
strategy. The ave denotes the average accuracy 
obtained by ID3, MVDT, 0-MVDT, 1-MVDT, 2-
MVDT in the 7 datasets respectively. In the Table 6 
and Figure 2, we give the limited cost LC and the 
total test cost of MVDT, 0-MVDT, 1-MVDT, 2-
MVDT. The ave denotes the average total test cost 
of MVDT, 0-MVDT, 1-MVDT, 2-MVDT in the 7 
datasets respectively. 

From  above tables and figures, we can achieve 
the following conclusions: 1) MVDT can get higher 
accuracy than ID3 expect the zoo dataset, and the 
average accuracy of MVDT is higher than one of 
ID3 by 2.5%. It indicates that MVDT can build a 
more quality classifier than ID3 in general; 2) 1-
MVDT and 2-MVDT get higher accuracy than 0-
MVDT by 0.6% and 1.1% respectively. It indicates 
that when limited cost is more than the minimal test 
cost, it is feasible for us to select addition important 
attributes to improve the classification accuracy. 3)  
2-MVDT gets the same average accuracy to MVDT, 
but the average total test cost of 2-MVDT, which is 
4842, is much less than one of MVDT, which is 
7190. It indicates that our approach can save much 
money and get the accuracy as high as MVDT. 4) 
2-MVDT is better than 1-MVDT. The cause may 
be that some more important attributes are not 
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selected in the minimal test reduct, duet to that their 
test costs are larger. However, 2-MVDT based on 
limited cost can select them.  

5. CONCLUSIONS 
 

In test cost-sensitive decision systems, test cost-
sensitive attribute reduction can decrease the test 
cost. However, it removes some important 
attributes at the same time. As a result, it makes the 
accuracy lower in the classification. In addition, 
traditional decision trees generate few rules in 
general, such as ID3. Each of rules produced by 
ID3 only covers an instance. In reductive decision 
system, the accuracy is not as high as one produced 
by the entire dataset, even falls. In this paper, we 
propose a new approach to select an optimal 
attribute set if the limited cost is more than the cost 
of the minimal test cost reduct. We also propose a 
new method (MVDT) to improve the decision tree. 
Experimental results show that MVDT achieves 
higher accuracy than ID3 without cost limit. 
Confronting limited cost problem, building 
classifiers based on the minimal test cost reduct is 
not the best choice while selecting addition 
important attribute can improve the quality of 
classifiers obviously in our method. The MVDT 
with limited cost can get the accuracy as high as the 
MVDT without cost limit. Therefore, it is feasible 
for us to employ MVDT with attribute selection 
based on limited cost to build classifiers. 

   Table 4 Dataset Information 
Dataset |U| |C| |D| 

zoo 101 16 7 
lymph 148 18 4 

iris 150 4 3 
auto 193 21 6 

voting 435 16 2 
breast 683 9 2 
austra 690 14 2 

 
Table 5 The Accuracy Of ID3, MVDT, 

 0-MVDT, 1-MVDT, 2-MRDT 
Ds Accuracy 

 ID3 MVDT  0-MVDT 1-MVDT 2-MVDT 
zoo 

lymph 
iris 
auto 

voting 
breast 
austra 
ave 

0.970 
0.703 
0.780 
0.835 
0.936 
0.933 
0.757 
0.845 

0.930 
0.723 
0.873 
0.840 
0.958 
0.961 
0.803 
0.870 

0.940 
0.709 
0.847 
0.804 
0.952 
0.959 
0.800 
0.859 

0.940 
0.736 
0.847 
0.820 
0.952 
0.958 
0.801 
0.865 

0.940 
0.764 
0.840 
0.825 
0.956 
0.960 
0.803 
0.870 

 

 

Table 6 The Limited Cost LC And The Total Test Cost Of  
MVDT, 0-MVDT, 1-MVDT, 2-MVDT 

DS LC  Total test cost 
  MVDT 0-MVDT 1-MVDT 2-MVDT 

zoo 
lymph 

iris 
auto 

voting 
breast 
austra 
ave 

4367 
4861 
1432 
6869 
5406 
4601 
7250 
4970 

8200 
9093 
2005 
10841 
8200 
4737 
7250 
7190 

2116 
2358 
1156 
3563 
4049 
4046 
6536 
3403 

4246 
4735 
1167 
6765 
5219 
4390 
7109 
4804 

4292 
4784 
1271 
6753 
5336 
4303 
7156 
4842 

 

 
Figure 1 The Accuracy of ID3, MVDT, 0-MVDT,  

1-MVDT, 2-MVDT 
 

 
Figure 2 The Limited Cost LC And The Total Test Cost 

Of  MVDT, 0-MVDT, 1-MVDT, 2-MVDT  
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