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ABSTRACT

Context information such as time, social relatiopsdnd user feedback information can be exploited t
improve the quality of recommendation. However, tramdlaborative filtering based methods ignore this
kind of information in social recommendation. Inisthpaper, we propose a time-aware social
recommendation method based on user feedback ek ttem recommendation in social networks. Our
method incorporates the temporal factors by intcotlya time weight function, which models the deoéy
user interest. Moreover, our method considers tber wositive feedback and negative feedback
information, as well as the social relationshipomnfiation for recommendation. Empirical analysisl an
experiments are conducted in Sina Weibo, one ofntlst popular social network sites in China. The
experimental results demonstrate that our methgpeoiorms the collaborative filtering method inntesr of
MAP for top-k item recommendation.
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active user reflect in a better way of his actual
preferences in a near future, moreover, both the
rgositive feedback and negative feedback reflect the
user interest preferences.

1. INTRODUCTION

Recently social networks, such as Faceboo

TW|tter,. Sina Weibo, and Googlg , are becoming Motivated by this intuition, we introduce a time
the major platforms of Internet, with millions of o

even a billion users (Facebook) from all over thwe|ght function to model the decay of user-item

; " MG terest. Then we combine both positive feedback
world. The amount of user-generated information in . . .

. o : : and negative feedback, together with the social
social networks is increasing far more quickly than

user's ability to deal with it (called information relationship information to predict the interest of

. . the active user. We evaluate the effectivenessiof o
overload), which has become so prevalent in todaM1 . . .
ethod in a real scenario of top-k item

;rehc?)mlr(‘r?gn dt;)tioﬁuzzi\s/i:eés fotro ugtra(::ldtg fﬁfecrurt?]tFecommendation on Sina Weibo, which is one of
information in social networks the most popular social network sites in China. The
' experimental results show that our method is able t

Collaborative _f||ter|ng IS~ one Of. the mOSti prove the performance of recommendation in
successful solutions to the information overloa&{n

) . . ) terms of MAP.

issue , which has been widely used in real worl The rest of paper is organized as follows. In
recommendation systems such as _Group_Ler!s [% ction 2, we describe the formalization of time-
and Amazon.com [2]. Collaborative filtering

) ) S ware social recommendation. In Section 3, we
methods build on the user-item similarity measures

S ; . propose a time-aware social recommendation
][i:f’t]ériigd rt:eethggzlc isldet?]a?n(iifer[ty\ll:/r;g Ssgﬁsboiﬁyﬁethod based on user feedback. Section 4 presents

o Lo . experimental settings and reports the results.
historically had similar interests on some items . : .

. . . ; Section 5 gives an overview of related work. We
they are likely to be interested in other item

similarly. However, collaborative filtering methods?nake a conclusion in Section 5.

ignore the context information such as time, socid. PROBLEM FORMALIZATION

relationship and user feedback information, which

can be exploited in order to produce more accurate In this section, we first give three definitiong fo

recommendations. representing the social networks and user feedback.
In this paper, we present a time-aware soci@ind then we formalize the task of time-aware

recommendation method based on the usebcial recommendation.

feedback information. The intuition underlying our The social network can be represented as a graph

method is that the most recent preferences of tie® = (V, E), where V is a set of vertices
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corresponding to users or items, dhds a set of Negative Feedback Representation: Let a graph
edges corresponding to the relations connecting tw® = (V, unclick T , u) such thatv represents a set
vertices. Figure 1 depicts a typical example o§f users U= {u, U,..,uy} and a set ofitems
social network graph with timestamps, where user; ={i,i,...i.}, andunclick represents the user-

item click network is high correlated with usertuse
follow relationship network. item unclick relationship fromU to | at the time

t, T represents the unclick times bf to | , andu
is the active user.

2. [ ] ttem Similarly, we usel ~(u,t) to denote the negative
E@ \Q O ser feedback of the active user, given titme
g \\I. \\* O Active User | _(U,t)z{il(u,i)DG_,tuyiSt,UDU,iDI } (3)
A ‘ 8 “ . Follow
i D i i m D D g . To consider the temporal effects in
—t-» Click . . .
~ recommendations, we define the recommendation
Figure 1: An Example Of Social Network Graph With items for the active usergiven timet as
Timestamps

In order to incorporate the temporal factors and =1 -1 (-1 “(ut) (4)

user feedback information into recommendations
we define three representations as follows.
Social Graph Representation: Let a social
graphGs= (V, follow, T , u) such that/ represents
a set of usersU={u, U,...,y} in online social F(@lutGs,G ,G)-0 (5)
networks, follow represents the social relationship ec
followship between a pair of users at a timer wherei 1 ™(u,t),ubU.
represents the fo”owing timestampS, ands the Flna”y, the tOp-k item recommendation list in

' Time-aware Social Recommendation: Given a
time t, the time-aware social recommendation is to
learn a target functior , which satisfies

active user. online social networks can be obtained in a
The neighbors of the active usegiven timet is descending order based on the predictions using
defined by Equation (5).

Neighbo y)={ t|(u 90 G f,< tutou} (1) 3 OURMETHOD

wheret, . denotes the timestamp whenfollows ~ The user interest is dynamic, which implies that
; the recommendation quality is sensitive to time. To

u'. . . !
improve the quality of recommendation, the
_ . recommendation method should assign different
G.= (V, click, T , u) such that/ represents a set of weights based on the different intervals of time
users U={u, W,...y} and a set of ittMs panyeen two clicks of the same item. Moreover,
I ={i,i,...i }, andclick represents the user-itemuser feedback provides additional information that
click relationship fromU to | at the timet, ¢Can be exploited in determining user interest and
T represents the clicked times bf to | andu is Puilding the recommendation method.
the active user. To incorporate the temporal factor and user
The items clicked by the active usegiven time feedback information into the recommendation
t are defined as method, we definea time-weighted user interest
similarity measure based on user feedback as

z:(:lweight( E,i - L.)

Positive Feedback Representation: Let a graph

I *(u,t)={i] (u i) 0G,,t,, <t,udu,idl} (2)

wheret,, denotes the time whanclicksi. sint(u u)=a 1 uyUl ()
The user-item click information can be viewed as e (6)
the positive feedback of the active user. Meanwhile > weight(t,,~ t,..)

there exists another kind of feedback such as the *l1-a) || “u,HUI "’ t)|

recommended items not clicked by the active user. ’ '

This kind of feedback is considered as the negativgnere

feedback of the active user. « gis a control parameter to be determined in
the experiments,

980



Journal of Theoretical and Applied Information Technology

20" February 2013. Vol. 48 No.2 P
© 2005 - 2013 JATIT & LLS. All rights reserved- ATIT
ISSN:1992-8645 www.jatit.org E-ISSI¥17-3195
e k= |I (u, Ul (U t)| denotes the common 23 i ;i 1
o en

interest betweenu and u’
feedback,
* t,; is the time whemi clicksi,

by the positive

7: Sort List(u, t') based onp(i|u,t,G5,G,,G )ina
descending order
Output: topk item recommendation listist(u, t*)

. k'=|| “(u, HUI ‘(u',t)| denotes the common

interest betweenu and u’ by the negative
feedback,

e t',; is the time whem refuses to click.

Algorithm 1 describes the recommendation
process of our method for top-k item
recommendation in online social networks. We
need find an appropriaté, which determines the

Note that if we setr =1 in Equation (6), then decay rate of user interest, and , which

only positive feedback affects in the similaritydetermines the combination of user positive and
computation. negative feedback for recommendation.

Let At=t,;-t,;, the time weight function is 4. EXPERIMENTS

defined as
In this section, we have conducted several
. _[e’™ At=0 experiments on a real dataset collected from Sina
weight(A 9 _{0 At< C ™ Weibo. We present the experimental results of our

method compared with the collaborative filtering
The time weight function is a monotonic method.

decreasing function in the range from [0, 1], whic

reduces uniformly with the interval of timét at

the decay ratel . The idea underlying the defined \ye collected the data from Sina Weibo, one of
time weight function for recommendation is that thghe most popular online social network sites in

more recent the user-tem data, the mMOrghina, between October 122011 and November
contributions to the similarity computation. Thelol 10 5011,

data reflects users’ previous preferences, thus it\ye cleaned up the data by excluding the user
should be assigned a small weight. The decay rajho clicked less than 100 items or with less than 1

of data is determined by the parametey which  followees, in order to reduce effects of the data
means the hlgher the value 4f, the faster data Sparsity issue [4] for recommendations.

decays, and as a result the less importance of the
data.

To take the social relationship into consideratior
we propose a time-aware social recommendatic
method based on similar neighbors in socie
networks to model the target functioR as
follows.

F = p(l Iu't'GS ’G+ 1Q )
— Zu'DNeighbo(uySirﬁ(u’ u)x click(u, )
zu'DNeighbo(uoSim(u u)

where i 01 *°(u,t),udU and click'(u',i)=1, if
t,.; <t otherwise 0.

Ql.l Data description

(8)

Figure 2: Top-3 Clicked Items Changing Over Time
The data has 6,101 users, 2,343 items, 954,015
clicked item logs (with clicked timestamps),

1,203,421 unclick item logs, and 132,747

Algorithm 1 followship connections. Figure 2 shows the number

Algorithm 1: Time-aware social recommendation method of top-3 clicked items changing over time.

Input: u,t,t',Gg,G,,G a4
1: List(u,t) « O
2: while il ™(u,t) do

4.2 Experimental setup

Our goal is to develop a time-aware social

3: Computep(i|u,t,Gs,G ,G ) according to Equation (6), recommendation method, which can provide high
), (8) quality recommendations for the task of top-k item
4:  List(u,tY) < (i, p(i|u,t,G,G ,G ) recommendation in social networks. To investigate
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the quality of our method, we use mean averag@P@15 0.1974 0.2727 0.2796
precision (MAP) and average precision &t AP@20 0.2040 0.2932 0.2993
(AP@K) as the evaluation metrics [5, 6]. MAP is MAP 0.1704 0.2319 0.2388
the mean of AP@k over a set of queries and isAP@5 0.1113 0.1358 0.1437
widely used in rank-based systems. AP@10 0.1717 0.2248 0.2317
We compare our method with the collaborativeAP@15 0.4 0.1964 0.2778 0.2848
filtering method. Specially, we implement the item- AP@20 0.2043 0.2995 0.3056
based top-k item recommendation method proposedvAP 0.1709 0.2345 0.2414
in [3] as the baseline method for comparisons. WeAP@5 0.1091 0.1398 0.1477
divide the dataset into a training set with thenite AP@10 0.1596 0.2113 0.2182
clicked time before Novemberf'® 2011 and a test AP@15 0.6 0.1873 0.2486 0.2555
set from November 4 2011 to November 2  AP@20 0.1939 0.2641 0.2702
2011 for evaluating the methods. MAP 0.1625 0.2159 0.2229
, AP@5 0.1120 0.1419 0.1498
4.3 Experimental results AP@10 0.1691 0.2307 0.2376
) , AP@15 0.8  0.1916 0.2766 0.2835
. In the first experiment, we set the paramdrtby AP@20 01975 02969 03030
given top5, topl0, topl5 and top20 respectively. \,ap 0.1676 0.2365 0.2435
We vary the value ofl from 0.5, 0:01 to- 0.005, AP@5 0.0964 01378 01457
and o 0.2, 0.4, 0.6, 0.8, 1.0, to investigate thepg1g 0.1493 0.2217 0.2287
impact of A and a for top-k item recommendation ap@15 10  0.1821 0.2764 0.2833
in social networks. AP@20 0.1887 0.2945 0.3006
The performance of our method using different map 0.1541 0.2326 0.2396

A and a is shown in Figure 3 and Table I we find that the best performance in terms of
respectively. Different settings of the decay rategiap is 0.2435 whemr =0.8,4 = 0.00. In this
have different impacts on the performance of OYase, we fixy at 0.8 and compare our method with
method.. The parametet controls the decay rate the baseline method with the same settings as
of user interest and affects the performance of OWegcriped in Section 4.2. Table 2 and Figure 4 show

method. ~ Furthermore, we combine positivgne nerformance comparison in terms of AP@k and
feedbacks and negative feedbacks to model the UWAFE) respectively. P @

interest, using the parameter to determine the
weights of them. Note that if we set=1.0, then o35

. . I haseline
negative feedback has no effect on the soci C_1n-05
i 0.3 [ 5= 0.01 . b
recommendation. — e
0251
||:|x=0.5 [ 5 = 0.01 -x=0.005\ M
025 T T T T T 02
b - 015}
02+
0.1}
g
= 0.05 e -
AP@5 AP@10 AP@15 AP@20 MAP
0.15
Figure 4: Performance Comparison In Terms Of
AP@K And MAP With Varyingl
0.1 In Table 2, the score of MAP for the baseline
a=02 a=104 a=10.6 a=03 a=1.0

method is 0.1705. By contrast, the best MAP score
of our method is 0.2435, improving nearly 30%
compared with the baseline method. One possible
explanation for such substantial improvement is
Table 1: Performance Of Our Method In Terms Of  that our method incorporates the temporal factor
AP@K And MAP With Varying And @ and adopts an appropriatecombing the positive

Figure 3: Performance In Terms Of MAP With
Varying A And a

Metrics @ A=05 A=0.01 4=0.005  and negative feedback for recommendation.
AP@5 0.1128 0.1420 0.1500

AP@10 ' 0.1671 0.2196 0.2265
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Table 2: Performance Comparison In Terms Of AP@K6. CONCLUSIONS
And MAP With Varyingl And a =0.8

our method In this paper, we study the temporal effects of
Metrics  baseline user interest and user feedback information on
A=05 A=001 A =0.005 . . .

social recommendations. We propose a time-aware

AP@5  0.1275 0.1120 0.1419 0.1498 social recommendation method based on user
AP@10 01661  0.1691 0.2307 0.2376 feedback information. _

AP@15 01819 0.1916 0.2766 0.2835 Unlike trad|t|pnal CF-based recommendation

methods that ignore the temporal effects and

AP@20  0.2067 0.1975 0.2969 0.3030 negative user feedback information during the

MAP 0.1705 0.1676 0.2365 02435 recommendation computation, we utilize a

predefined time weight function to model the
temporal factor of user interest.

Furthermore, our method combines the positive
and negative feedback for recommendation. We

Collaborative filtering (CF) is one of the mostevaluate the performance of our method on a real
wildly used techniques for making dataset collected from Sina Weibo. Compared with
recommendations [4, 6-9]. CF can be classifiethe CF-based recommendation method, our method
into two main categories: memory-based CF [3, 10¢ads to substantial improvement in the task of top
and model-based CF [9, 11, 12]. k item recommendation.

In memory-based CF systems, the
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