Journal of Theoretical and Applied Information Technology
20" February 2013. Vol. 48 No.2 B

© 2005 - 2013 JATIT & LLS. All rights reserved-

SATIT

ISSN:1992-8645 www.jatit.org E-ISSI¥17-3195
GA-BASED Ho CONTROL OF LINEAR SYSTEM WITH
TIME-DELAY

'XIAOHONG YU, ?JIANWEI WU
'Department of Mathematics and Physics, Luoyangtinstof Science and Technology, Luoyang 471023,

Henan, China
“Modern Education Technology Center, Luoyang Instinf Science and Technology, Luoyang 471023,

Henan, China

ABSTRACT

In this paper, in view of robust stability conditerelevant to linear time-delay systems, posesnuputput
feedback control method for linear system with tidetay based on genetic algorithm. Because of the
system state in actuality is normally unpredictabldich studies time-delay related stability aneb H
control of linear system with time delay by comliioa of genetic algorithm and linear matrix ineqtyal
approach, and take the state feedback of time-dgfstgm and static output feedback controller aeisitp

the design. Simulations are also given to illustrés effectiveness and lesser conservatism, aad th
designed controller has less feedback gain. Intiaddithe method can be directly extended to rotmsst

Hoo control of linear time-delay system with parametecertainty.

Keywords: Terms-genetic Algorithm, Time-varying, Linear Matrix Inequalities, H = Control

algorithm. But only suboptimal solutions can be
figured out instead of global optimum solution, so

Recently, attentions have been focused on delath-e results  obtained =~ thereof are stil ~very

dependent kb filtering of linear time-dela onservative in a large degree.

S Etems see for exam gle References [1, 2, 3] v?//hi This paper utilizes genetic algorithm to substitute

h)z;ve aoio ted model ptransformation n;et’hod i ﬁgrative algorithm for results of less conservatis
P - ; ' '?r‘y to address the time-dependent stability ard H

transforming the original system model into a New( ol issues of time-delay system based on

system equal or _L_mequal to the original one enetic algorithm in combination with LMI method.

followed by acquisition of delay-dependent robus enetic algorithm is a computing model simulating

stab!hty_ conditions and - robust gpntroller bybiological evolution process, with major featurds o
application of Lyapunov-Krasovskii functional .

method and linear matrix inequality (LMI) method'mformatmn exchange of individuals and population

Reference [4] adopts a new inequality to define thselectlon, which can overcome the drawback of

cross term. and introduces a state feedback tht,eoming out with local minimum values compared to
- ' . . ’ er selection method, thus it's an effective glob
obtaining a comparatively less conservative dela>§-ﬁ

L . timization selection algorithm, particularly
dependent stability condition and state feedbac itable for complex nonlinear optimization

controller. In addition, as to ¢4 control of linear . Jpiam [10, 11]
time-delay system, Reference [5, 6] has constructgd T
a new Lyapunov-Krasovskii method, avoiding the2. GA-BASED Hoo CONTROL OF LINEAR
generally needed model transformation an&YSTEM WITH TIME-DELAY
estimation of the upper bound of cross terms, thus
is less of conservatism, even compared to that gf
[3]. Wang et al [7], Palhares et al [8], and Xuabt =
[9] have also obtained results of less conservatisri?l
as to delay-dependent system stability ande H
filtering issue.

In the above literatures, the matrix inequalities
involved contain nonlinear items, which are
normally addressed by application of iterative

1. INTRODUCTION

1 Problem Statement
Consider the following class of state time-delay
ear systems:
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0 AA,BB,C,C CDD, are constant real
X(t) = Ax(t) + B, w(t) + Ax(t —7) + Bu(t) matrix with appropriate dimensions.
C,X(t) + D, w(t) The goal of this study system (1) is to design an
2t)=|  cx(t-7) ) output feedbaik contr_oller
DU u(t) = Ky(t) = KCx(t) @)
_ KOR™" , Is the feedback gain matrix. Two
y() =Cx(t) problems are discussed as to the closed-loop
X(t) = ¢@(t), t O[-7,0] system: (I) stability analysis on System (1); (II)

Delay-dependent kb control of System (1).

Where, x(t)OR" denotes the system state, .
® 4 2.2 Stability Analyses

u(t)OR™ is control input, z(t) is measurement |y order to study the stability of System (1),
output, w(t) is disturbance input vector, and givenrassumeB, =0,C,=0,D, = 0C, = 0p= C, and
that w(t) OL,[0,) , 7>0 denotes system statedesign the controller (2) such that time delays
time-delay, ¢(t) denotes the initial condition, while Stable in the closed-loop system (1)

U
X(t) = (A+ BKC)x(t) + Ax(t—-7) = Ax(t) + Ax(t-T1) 3)
As long as it meet8<7<7; T thereof is the | X Y >0, then
upper bound of time-delay to be specified. \4 -
Several mathematical lemmas are introduced as u
follows: _2aTNb< _inf H [ X N}H
Lemma 1 [12, 13, 14]: for given Vector a and b X,Y,zLb] [Y'-NT Z ][b

with appropriate dimensions and matrices N, X, Y, Theorem 1. If there existP>0,Q>0,Z> Q,
Y. and Z, where X and Z are symmetric matrices, Itrnatrices X and Y with appropriate dimensions such

that:
(A+BKC)" P+P(A+BKC)+7x+Q+Y +Y" -Y+PA r(A+BKC)'Z
* -Q rANZ  |<0 (4)
* * Z_-Z
(X Y
>0 5
_YT Z:| ( )

Clearly, System (3) is asymptotically stable.
Proof: we assume that there exist positive definiricesP,Q,Z and matriceX,Y , choosing the

following Lyapunov function:
V(%) =Vi(x) +V,(%) +V;(x)
Where V, = X" (t)Px(t)

ot Ty ’
V, = j ij (@)Z x(a)dad B
vV, = Jt X" (@)Qx(a)da
As
t 0
X(t) = x(t -7) = L ~ x(a)da
So System (3) can be rewritten as

X = (A+ A)XO - A" x(@)da
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0 — 0
V, =21 (P(A+ A)X1) - 2¢ (PA[ x(@Xa (6)

0
Define a= x(t),b = x(a),N =PA , apply Lemmal,
We can obtain

; )T t
—2xT(t)PA&x(a)s{X([)] { X Y-PAHX([)]
@] [Y'-(PA)  Z |[x@)

Replace the above into (6), one obtains the folouwi
0 _ _ _ ol o
V<X (A P+PA+TX +Y +YT)x(0) +2x ()(PA -Y)Xt-1)+[ x (@)Zx(a) da

u oT

V,=1x (a) Zx(@) da+ | X (@)Zx(@) da

V, =X ((Qx(t) X' (t-1)Qx(t -7)

ot [t 5 e L
X(t-1) AP-Y -Q A X(t-71)

M=AP+PA+7X +Y+Y™ +Q
Based on Schur complement lemma, we cadisturbancev(t) 0L,[0,), the output of the
0 H .
conclude that if inequality (4) holds, thér< 0, so closed-loop system meetseHperformance index:

system (3) is asymptotically stable, thus the ||z(t)||2sy||w(t)||2.
theorem is proved.

So

Theorem 2: For a given constap, if there exist

2.3 DeIay—Depe(n()jent H o antrol . | positive definite matrices?,Q,Z and matrices
For system (1), we consider to design controller . .

(2) such that the corresponding closed-loop systempz’ P3,_X11,_X12,X 2_2'Y_1’Y2 whichsatisfy the

has the following two properties: following inequality:
(I) system is asymptotically stable;
(1) For a given constant(> 0), under zero

initial conditions, for any

@1 PT 0 _ Yl PT 0 _ C;)r DW
Al LY. B, 0
0 -Q+cC, 0 <0
* * ~)#1 +DID,
()
I Xll X12 Yl
* X, Y, |20
| * * Z

(A+BKC)"P, + P} (A+BKC)+7X,, (A+BKC)'R,-F]
@, =| +Q+CIC, +(DKC) DKC+Y,+Y]  +P] +7X,+Y]
PT(A+BKC)+PR —P,+7XL+Y, -P,-Pl+7X ,+1z
<5
R R

Then we can conclude that the closed-loop Systemis(lasymptotically stable and satisfies o
performance .
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Proof: Choosinghefollowing LyapunovKrasovskiifunction
V(%) =Vi(x) +V,(x) +V;(x)

Where
x0T [x() iy 0
V,=| | HP| szjgrj;_l_ﬁx (a)Z x(a)dadB
x(t) x(t)
V, = jtt _ X (@)Qx(@)da
top X([B) ' Xll )9.2 Yl X(DB)
V4=LLH XB)| | * %, Y,||XA |dadB
xa)| LT " A )
Herewith
IR
P= JH = ,B>0Z2>00Q>0
P, P, 00
Xll X12 Y1
* X, Y,|20
* * Z
Then i
T T 0 _ Y, T 0 _ Cng ]
o Tla e Hy ) ola 5] o
v+Z 0zt -2 w wey <] XD | [0 -g+cic, 0 X(t)
x(t-71) * * -y?1 +D]D,, X(t-1)
w(t) w(t)

0
Therefore, in case (7) holds, we can ob¥inz' (t)z(t) - y* w' (t)w(t) <0
Whenw(t) =0, which denotes that the close-loop System (&pisnptotically stable
Under zero initial conditionsy (%) |.,= 0 andV(x) |,...= 0, we herewith obtain the following

jo‘” (Z' () z(t) - y° W' (t)w(t))dt < jo‘” (Z (0 2(t) - > W' ()W(t) +V)dt <O

[, (7 20 -y W Owt)et <O
So we have
2, = vw],.
Thetheorem is proved.

2.4 GA-Based Feedback Controller Design _ upper boundr through addressing the following
Genetic algorithm, an optimization algorithm,,yimization issue:

based on population selection, by operation of -
maxrt

selection, crossover, and genetic variation suah th mxn
populations evolve so as to eventually converge to KOR (8)
the global optimal solution. Herewith by st.LMIs (4)and (5)or (7)

combination of genetic algorithms and LMI, we \yhan applying a genetic algorithm, firstig

locate for a suitable gain matrix K and time-dela)@ain matrixk 0R™ is generated scholastically:

e
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then by targeting at (8), we adopt genetic openatio (5) Replacement: calculating and specifying the
such that it constantly evolves to obtain the optim fitness values to individuals of the new generation
solution; herewith in case of a maximum timefollowed by replacing the unfit individuals of pate
delay7 , and given thatk satisfies (8), then a generation based on fitness values;
solution to (I) or (I) sets up. Note that once the (6) Check if the current population meets the
gain matrix is given, Inequality (4) - (7) trangfor algorlthm t.ermlnatlc')n qondlthn (such as th'e
into linear matrix inequalities, which can beMmaximum times of iterations), if yes, then obtain
addressed by matlab LMI toolbox. the optimal individual and algorithm terminates;
In light of the advantages of real-numbeOtherwise return to the second step for repetitive
encoding in its intuitiveness in expressionevolutionary iteration until meeting the algorithm
economic in time and space occupation, and highl{grmination condition.
efficient in computation, in addition to its adawii 2 5 §mulations

of the real value of variables, we herewith adopt |n accordance with the above algorithm, we

such method in the gain mati. hereby conduct experiment simulations for
GA-based feedback control follows the steps gsroblems (1) and (Il) by application of genetic
below: algorithm, for which we adopt the Matlab-based

(1) Scholastically generating initial populationsgenetic algorithm toolbox GATBX developed by
and initial populations withN_ =~ chromosomes University of Sheffield, UK. The parameters are
(parent); assumed as: the number of chromosomges 20,

) Calcfulating thle obfjectivg fgncltion V"Jl‘lue?the maximum number of iteratioh, =100, and
specifying fitness values for individuals; a in . o .

l_o fying ) , PPLY gmutat|0n probability?, =0.01. When conducting
dichotomy to locate for the maximum time delay . :
crossover operations, we adopt discrete

for eacrl gain matrix;,i =1...,N, such that for restructuring for real-number encoding of the
K, and 7, inequality (4)-(5) or (6) holds. In case GATBX toolbox, whereP, is normally defined as

that there is not @ for K, such that (4)-(5) or (6) 1 i
] ] _ Example 1: as to Problem (l), define
holds, then define a given value to so that that

corresponding individuaK; would be eliminated 00 -1 - 0 1
during the evolutionary iteration process; A:[ J-A& =[ 0 047B=[ J,C ={ 0 j ,

(3) Selecting: select the optimal individual by, . :
adoption of scholastic traversal method; then a feedback gain mairik that meet the

(4) Crossover and mutation: conductingrequ'remems as w_eII as the corresponding

crossover and mutation based on the crossov@@ximum time delayr can be obtained by the

probability P, and mutation probabilityP, to abovementioned algorithm. A comparison is made
generate a new generation of populatio?f’ith the aforementioned method, as shown in Table

(offspring);
Table 1: Comparison of Different Stability Methods
Methods Maximum T allowed Feedback gain
Fridman et al (2002b) 151 [-58.31 -294.9]
Gao et al(2003) 3.2 [-7.964 -14..77]
Zhang et al(2005) 6 [-70.18 -77.67]
Our method 9.9405 [-96.1294 -97.4899]

From the above table, we can see that comparda texisted state feedback method, our method is of
less conservatism, and can obtain a greater titag deper bound.
Example 2: For Problem (I1): bb control of time-delay systems, letting

Tl g

C,=[0 05C,=[0 }1p,=0D= 0.1
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The abovementioned algorithm can be utilized ta@skithe problem and obtain the needed feedback

gain matrix as well as the maximum time del_a)A comparison has also been made with existing
methods, with results shown as in Table 2:

Table 2: Comparison of Different H co Control Methods

Methods Given )y Maximum 7 allowed Feedback gain
Fridman et al (2002a) 0.1278 0.999 [0 -1.028518]

Lee et al(2004) 0.1278 1.25 [0.6407 - 89.114)
Xu et al(2006) 0.1278 1.25 [0.1789 - 45.8572

Our method 0.1278 1.3649 [-0.0367 - 26.964)

From the above table, we can see that with f2¢ Fridman E, Shaked U. “A descriptor system
samey, our method can locate for a state feedback approach to kb control of linear time delay

control and static output feedback control with  Systems”, IEEE Transactions on Automatic
greater time delay compared to the existing method. Control, Vol. 47, No. 2, 2002, pp. 253-270.
Meanwhile, as pre-setting of the search scope[8f Fridman E, Shaked U. “An improvement
feedback gain matrix is allowed with genetic stabilization method for linear time delay
algorithm, the gain matrix proposed in this pager i  system”, IEEE Transactions on Automatic
smaller than those constructed by other methods. Control, Vol. 47, No. 11, 2002, pp. 1931-1937.
3. CONCLUSIONS [4] Y. S. Moon, P G Park, et al. “Delay deperiden
robust stabilization of uncertain state delayed
In the light of time-delay system, this paper system”,International Journal of Control, Vol.

proposes a time-delay feedback control design 74, No. 14, 2001, pp. 1447'14“55'

method by combination of genetic algorithm arlgl Y- S. Lee, Y. S. Moon, et al. "Delay dependent
LMT, which based on LMT, locates for the optimal ~ robust Hee control for uncertain systems with a
gain matrix K and maximum time delay by state delay” Automatica, Vol. 40, No. 1, 2004,

application of genetic algorithm, and obtains the pp. 65-72.

corresponding close-loop system that satisfies HI6] ~Zhang X, Wu M, et al. “Delay dependent
performance. Examples presented in the last part Stabilization of linear systems with time varying
indicate the effectiveness of the method and its Staté and input delaysAutomatica, Vol. 41, No.
advantage in less conservatism, On the hand, the 82005, pp. 1405-1412.

method in this paper is posed up based on lingdr Wang J, Sreeram V, Liu W. “An improved &
time-delay system with certain parameters, but can suboptimal model reduction for singular
be extended directly to the study on robusbt H systems” | nternational Journal of Control, Vol.
control of linear time-delay system with parameter 79, No. 7, 2006, pp. 798-804.

uncertainties. [8] R. M. Palhares, C. D. Campos, et al. “Delay
dependent robust &l control for uncertain
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