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ABSTRACT 
 

Ear recognition is an emerging biometric technology. This paper proposes a new ear recognition method 
based on SIFT(Scale-invariant feature transform) and Harris corner detection. Firstly, Harris corner points 
and SIFT keypoints are detected respectively. Then taking Harris corner into the SIFT algorithm to 
calculate their descriptor as the image feature vectors. Finally the feature vectors are classified by the 
Euclidean distance, in order to improve recognition rate, two-way match is utilized. Experiments on USTB 
database show that the recognition rate reaches more 95%. The results prove the effectiveness of the 
proposed method in term of recognition accuracy in comparison with previous methods. 
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1. INTRODUCTION  
 

As a branch of the biometric identification, ear 
recognition has received much more attention in 
recent years. Human ears have rich and stable 
structure that is preserved from childhood into old 
age. Ear recognition has the advantages of easy 
acquiring data, easy to accept, low-cost equipment, 
and it does not suffer from changes in facial 
expression, aging, psychological factors or 
cosmetics[1]. Meanwhile, human ears have smaller 
the image size and then have a small amount of 
data processing, have more consistent color 
distribution. Ear recognition is becoming a hot 
research.  

In recent research, according to the extracted 
features, ear recognition method can be 
summarized in two categories[2], the method based 
on the algebraic features[3-5] and the method based 
on structural features[6-7]. 1) Based on the 
algebraic features: Victor B et al. proposed base on 
Principal Component Analysis (PCA) for the 
human ear recognition[8]. Thereafter Dasari et al. 
proposed Kernel principal component analysis 
(KPCA) method to extract algebraic features of the 
human ear, and using the Support Vector Machine 
for the identification, achieved a recognition rate 
higher than the PCA method[9]. The Kocaman B et 
al. used respectively, Principal Component 

Analysis (PCA) and discriminative common vector 
analysis (DCVA), Fisher Linear Discriminative 
Analysis(LDA) and Locality Preserving 
Projections(LPP) method were used for ear 
recognition[10]. 2) Based on the structural features: 
These methods by finding the key points of the 
contour and the internal structure of the human ear, 
to build the structural features. For example Choras 
M proposed geometry-based feature points 
extraction method [11]. Hurley et al. proposed to 
extract the structural characteristics of the force 
field transformation theory of the human ear [12]. 
The principle is that the pixel in the image of the 
human ear as a Gaussian attractor, which the human 
ear image is converted to a force field. Bustard et 
al. proposed the ear recognition method based on 
SIFT features[13].  

2. THE EAR RECOGNITION BASED ON SIFT 
DESCRIPTOR 

 
SIFT is a local feature descriptors proposed by 

David Lowe in 1999, and has more in-depth 
development and perfection in 2004[14-15]. Even 
If there are translation, rotation, affine 
transformation between the two images, SIFT 
feature matching algorithm still has a strong ability 
to match[16]. Ear recognition based on SIFT 
features proposed in the literature[13], but for the 
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depth rotation -30°~+30° of the human ear image, 
recognition rate is only 40% and 34%. The reason 
is: 1) The shape and structure of ear Image is very 
simple. It has small changes in gradient and a 
relatively small amount of information per unit 
area. SIFT can only find a small number of SIFT 
keypoint. Figure 1 is from the human ear image 
database, resolution is 300 × 400 pixels, but using 
SIFT transformation only can find 12 stable SIFT 
keypoints after the experiment, the average number 
of two ear images can match using SIFT points 
only two and is very unstable, it can result in the 
recognition fails easily. 2) SIFT feature points is a 
stable point after the Gaussian convolution, but 
after a depth rotation, SIFT keypoints of the ear 
image will be overwritten and the value of the 
neighborhood will change, so the SIFT feature 
vector will vary greatly.  

 

 
Figure 1: The Result Of Use SIFT Algorithm To 

Extract The SIFT Feature Points 

3. THE EAR RECOGNITION METHOD 
BASED ON FUSION HARRIS AND SIFT 

 
In order to overcome the problem of low 

recognition rate for depth rotate the image for ear 
recognition based on SIFT. Corner detection 
method based on image structure is fused into the 
SIFT algorithm. After theoretical research and 
experimental, the Harris corner detection method 
was finalized to be used[17]. The reasons are 
1)Harris algorithm is simple and easy to implement 
, easy to operate, fast calculation. 2)Feature points 
are evenly spread throughout the given area, can 
reflect the structure of the image, have strong 
stability for image rotation, noise, grayscale change 
and viewpoint transformation[18]. 

Detection to the ear image using Harris corner 
operator is shown in Figure 2.  

 

 
Figure 2: Harris operator to the ear image corner 

detection 

Combining Harris algorithm and SIFT for image 
feature vector generation process is shown in 
Figure 3: 

 
Figure 3: Feature Vector Generation Process Of 

Harris-SIFT 

The steps of fusion Harris and SIFT algorithm is:  

1) Detection image SIFT keypoints 

Under a variety of reasonable assumptions the 
only possible scale-space kernel is the Gaussian 
function. Therefore, the scale space of an image is 

defined as a function, ),,( σyxL , that is produced 
from the convolution of a variable-scale Gaussian, 

),,( σyxG , with an input image, I(x, y): 

),(),(),,( yxIyxGyxL ∗= σσ  

where * is the convolution operation, ),,( σyxG  

is a variable-scale Gaussian,  

Detection image 
SIFT keypoint 

Loading Ear Image 

SIFT feature points 
into the pool 

Detection image 
Harris corner points 

Harris corner points 
into the pool 

Computing the dominant 
directions of the point in the pool 

Generate SIFT descriptor 
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To efficiently detect stable keypoint locations in 
scale space, it is required to using scale-space 
extrema in the difference-of-Gaussian function 
convolved with the image, ),,( σyxD : 
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2)Detection image Harris corner points 

First of all compute the directional derivative of 
the image, then calculate the local autocorrelation 
matrix for each point: 

2

2
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3)Computing the dominant directions: 

By assigning a consistent orientation to each 
keypoint based on local image properties, the 
keypoint descriptor can be represented relative to 
this orientation and therefore achieve invariance to 
image rotation. The scale of the keypoint is used to 
select the Gaussian smoothed image, L, with the 
closest scale, so that all computations are  
performed in a scale-invariant manner. For each 
image sample, L(x, y), at this scale, the gradient 
magnitude, m(x, y), and orientation, θ(x, y), is 
precomputed using pixel differences: 
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4) The local image descriptor 

In order to achieve rotation invariance, the 
coordinates of the descriptor and the gradient 
orientations are rotated relative to the keypoint 

orientation. The keypoint to take the 8 × 8 window. 
computing the eight directions of the gradient 
direction histogram in each 4 × 4 small pieces on 
the demarcation of the accumulated value for each 
gradient direction, to form a descriptor array. In 
actual calculation process, in order to improve the 
robustness of matching feature points to be 
described on the use of 4×4 descriptor array, you 
can get the 128 data in one keypoint, eventually 
form a 128-dimensional SIFT feature vector.  

5) Matching 

After the descriptor of the image keypoints are 
obtained, it begins to matching. An ear image is 
matched by individually comparing each feature 
from the ear image to this previous database and 
finding candidate matching features based on 
Euclidean distance of their feature vectors. In order 
to reduce the mismatch of the keypoints, we 
controll comparative experiment using two-way 
matching[19]. SUM(col1∩col2), where the col1 is 
the set of points matching procedure from training 
image to target image, and the col2 is the set of 
points matching procedure from target image to 
training image.  

4. EXPERIMENTS RESULTS AND 
DISCUSSION 
 
The experiments with the proposed method are 

accomplished on the ear database of USTB Ⅱ 
(University of Science and Technology Beijing). 
The database consists of 308 ear images of 77 
individuals, the four images per person, with a 
resolution of 300×400 pixels. The first one is ear 
positive image, second and third one is respectively 
for the ear, +30 degrees and -30 degrees of depth 
rotated image, the fourth one is ear positive image 
of change the lighting conditions. 

First of all, experiment using SIFT-based ear 
recognition on the image library, where the first 
image as the training image, other images as the 
target image. The experiment results are shown in 
Table 1: 

 

Table 1:  The Results Of The Experiment Of SIFT For The Ear Image Database 

distRatio 2nd image 3rd image 4th image Average 

0.4 32.47% 31.17% 85.71% 49.78% 

0.6 35.06% 25.97% 85.71% 48.92% 

0.8 40.26% 33.77% 80.52% 51.52% 
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The experimental results show that it can obtain 
the highest average recognition rate when 
distRatio=0.8. The results of Two-way matching 

are shown in Figure 4, the vertical axis denotes 
recognition rate.  

 

 
Figure 4: Results Of Two-Way Matching 

From the experimental results it can be shown 
that based on SIFT method has the low recognition 
rate about human ear image. The main reason is 
that too few keypoints are detected, so causing 
some mismatch. It reflects the following questions:  

1) The main reason for low recognition rate of 
2nd and 3rd image is that the SIFT algorithm for 

image scale, rotation, brightness, and the affine 
transformation is stable, but if the image is rotated 
depth, the keypoint may be blocked and the value 
of the neighborhood will change, in the end, the 
feature vector vary greatly. Figure 5 shows that 
SIFT feature vector is generated for the same 
keypoint in different images. These changes affect 
recogniton stability. 

 

 
Figure5: The Same Feature Points On The Different Image Generate Sift Characteristic Vector 

2)The 4th image recognition rate is relatively 
high, the SIFT algorithm is stable under changing 
light conditions.  

3) When the threshold changes that the 
recognition rate of different images can produce 
different changes. Matching is more accurate when 
the threshold is lowered. After depth rotation the 
image feature vector will change, so the recognition 
rate of 2nd and 3rd image will decline. The fourth 

image is the highest recognition rate when distRatio 
= 0.6, which is the same as the threshold 
recommended by David G. Lowe in his paper. The 
following experiment is accomplished by using 
fusion Harris and SIFT ear recognition method, 
where the first image as the training image other 
images as the target image. The experiment results 
are shown in Table 2: 
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Table 2: The Result Of The Experiment Of Harris-SIFT For The Image Database 

distRatio 2nd image 3rd image 4th image Average 

0.6 84.42% 87.01% 96.10% 89.18% 

0.8 92.21% 94.81% 98.70% 95.24% 

0.9 80.52% 84.42% 94.81% 86.58% 

According to the experimental data we can find 
that ear recognition based on fusion Harris and 
SIFT method has been improved significantly than 
the SIFT algorithm, the main reason is that the 
Harris corner is very stable under the conditions of 
light and depth changes, along with increase of 

feature points number, the match will be more 
stable. Figure 6 is comparision the SIFT algorithm 
with fusion Harris and SIFT algorithm in matching 
results, the left picture is about SIFT, the right one 
shows the proposed fusion Harris and SIFT.  

 
Figure6: SIFT And Harris-SIFT Matching Results Contrast 

Ear recognition based on fusion Harris and SIFT 
still has some problems: The 3rd image recognition 
rate significantly higher than the 2nd image, the 
main reason is that the Harris corner after a +30 
degree rotation of images will be blocked, while the 

3rd image in the -30 degree rotation Harris corner 
was obscured, as figure 7. we can see many of the 
key points in the first image but they was blocked 
in the second image. This structure-based feature 
recognition method can not be overcomed.  

 
Figure7: Sample About The 2nd Image Recognition Is Error And The 3rd Image Recognition Is Correct 

Figure 8 is comparison our method in this paper 
with other methods using the same human ear 
experiment database. The vertical axis denotes 

recognition rate. It is obvious that proposed method 
has higher recognition rate than other algrithm. 

 
Figure 8: Compare With Other Algorithm 
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5. CONCLUSION 
 

This paper presents an efficient and robust ear 
recognition method, which uses Harris corner and 
SIFT descriptor for feature extraction. SIFT 
descriptor contains a wealth of local image 
information, with rotation, zoom scale invariance, 
affine transformation and so on, and to noise has a 
certain stability, but has low recognition rate of the 
image after depth rotation. In this paper, the reasons 
that Harris and SIFT can be combined is analyzed, 
to some extent, this method can overcome the 
shortcoming of SIFT, by using two-way matching 
can obtain higher recognition rate. Experiment 
result shows robust performance of the method, the 
recognition performs with an accuracy of more than 
95% by using two-way matching. This proves that 
the method can be developed for actual application. 
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