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ABSTRACT

In order to solve the difficult questions suchmshie presence of the cluster deviation and higredsional
data processing in traditional semi-supervisedtetireg algorithm, a semi-supervised clustering athm
based on active learning was proposed, this algoritan effectively solve the above two problemsngs
active learning strategies in algorithm can obtitarge amount of information of pairwise constisin
therefore enhance the proportion of prior knowlediyed the use of this constraint set projectioncepa
finally in the mapping of the subspace, the imptb#emeans algorithm implemented for data clustering
as the algorithm clustering object is a low dimenal data, and prior knowledge increased, clusjeirn
time efficiency can be guaranteed, and also caresble deviation problem of clustering. The experiin
results show that, with active learning algorithlustering performance improvement, was superidhéo
other two semi-supervised clustering algorithms.

Keywords. Pairwise Constraints; Semi-Supervised Clusteringyl&ans Algorithm; Active Learning

1. INTRODUCTION and using trained adaptive distance metric to
evaluate, through movement of the sample

In the process of solving the practical problemproduced different distances, which constructed the

by using data mining, we often encounter someestriction conditions to meet clusteridgd. In

cannot be labeled data. If using artificial markérs addition, two kinds of algorithm can also be

is too costly on the one hand and on the other handmbined to implement clusteriflg it is the so-

it will cause unexpected damage easily. Thereforealled third category.

how to use limited prior knowledge, which comes

from the data related to the small category Iabelsi Thgse three  semi-supervised clus.te(mg
algorithms have several common problems: first,

and constraint condition to complete clusterin o . A . )
analysis has become a hot issue in recent years. %Iuster deviation, using pairwise constraints in
must-link and cannot-link study, sample points

At present, semi-supervised clustering algorithraround a cluster center move now and then in order
can be divided into three categories: The firdio obtain the best position, the distance of sample
category is based on the constraint of sempoints in the algorithm iterations is changing. &lot
supervised clustering algorithm, derived from thenust-link does not guarantee that all the
pairwise constraints proposed by Wagstaff et atorresponding constraint sample point is divided
must-link and cannot-lifk. These algorithms are into one class and also cannot-link constraint oann
determined in dependence on the above two kindsiarantee that it can be classified into different
of constraints, results of the two constraint dve t categories, there exist certain errors; Second,
opposite. Among them, must-link provided that tweupervisory information is usually non-active ways
data samples in the space belong to the must-lik obtaining in semi-supervised clustering, the
constraint, then the two divisions as a class;han t collection of all possible supervisory informatin
contrary, cannot-link provided that two dataobviously not feasible by traversing, thereforeyonl
samples in the space belong to the cannot-linknder limited conditions can obtain some valuable
constraint, the two data are divided into differeninformation. Because of pairwise constraints semi-
classes. The second category is based on thapervised clustering algorithm limitations, it is
distance of the semi-supervised clustering algarith often too small that information embodied in the
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constraint set, then influence the overall effett ao simplify the sample point label complexity. In
clustering. In addition, the sample space is higreference[8] Tomanek et al described the important
dimensional samples, and the spacing betweeapplication of active learning in the NLP (Natural
sample points has smaller difference, the algorithiranguage Processing), focus on how to create high-
processing ability is also poor. So how to minimizejuality training sample set. Ambati et al analyzed
the cost reduction is a research focus. word alignment model in machine translation

system, which helps to reduce the data word

In view of the above problems, this paper pUt%\Iignment error rate by creating the half word

forward a kind of semi-supervised K-means . - :
X ) . ; alignment model combining unsupervised and
clustering algorithm based on active learning, t§

obtained the projection matrix under the action g upervised leaming, qnd makgs data concentration
e proj . : bnormal or makes noise sensifive

the pairwise constraints and implemente

LDA(Linear Discriminant  Analysis) reduce 3. ALGORITHM ANALYSIS

dimension to it, while taking advantage of the K-

means algorithm to guide the clustering. The First, this section proposed semi-supervised
method not only solves the problem of clusteringlocument clustering algorithm based on pairwise
deviation, but also play the role of dimensionalityconstraints,  algorithm  introduced  pairwise
reduction, and reduce the computationatonstraints in the K-meah¥ the use of LDA
complexity, improve the clustering performanceredefined cluster space to carry out the process of
Furthermore, joining idea of active learning inclustering at the same time, and then through the
algorithm and extracting actively supervisionactive learning algorithm to obtain more
information used feedback in the clustering processipervision information, to improve the
can solve the issue that constraint set relateketo performance of the algorithm.

amount of information is too small and make the L ] ) ) 5
clustering effect is much better. The experiment S€t finite sets inD dimension spaceQ

data proved that algorithm is efficient and theules X ={x, x,---, x| x0O @'}, define S, as must-link

of clustering is satisfactory. pairwise constraint set S, ={ x, x} ; defineS, as

2. RELATED KNOWLEDGE AND " cannot-link pairwise constraint s&, ={x, %} .

RESEARCH Implementation process of semi-supervised K-
means clustering algorithm based on active learning

2.1 Semi-Supervised Clustering can be divided into three steps:
Based on the above viewpoints, semi-supervised

- o : Step 1: The initialization of algorithm, using
clustering research can be roughly divided intg - . . . .
P .active learning algorithm for a given must-link and
three directions: Based on the constrain

mechanism. based on the distance and hybriﬁannOt'“nk pairwise constraints set for processing

X hn' order to get abundant information of pairwise

Related research at present basically belong to the . : i

X - . constraints, and then obtain the corresponding
three class, which based on the pairwise conssraint o0 8 .
algorithm include: reference[4] is based on densi&rqectlon matrix;
clustering algorithm, can deal with any shapes of Step 2: Mark the vector of the projection matrix
clusters, and based on the constraint set to @plit and use LDA redefine cluser space;
?eer;?-esucrigf\t/?srza refe;leunsigg?ggpreszgc ggﬂ?nq eﬁe;r:g/e_step& Implement qlustering to the training set by
introduced fuzzy constraint thought, with minimal"s'"9 K-means algorithm.
supervision information clustering; reference[6B.1 Algorithm Initialization
puts forward a kind of distinguishing nonlinear Active learning algorithm plays the role of
transformation metrics in measurement and bas@eérfecting pair constraint set, and makes
on image retrieval to test , its effect is good. information contained in the constraint set as much
as possible, in order to improve the performance of

2.2 Active Learning Algorithm .
clustering.

Active learning algorithm is a branch of
classification algorithm, because of the relatively For an irregular cluster, constraint set that netur
wide research direction and application, domestialgorithms need shall have the following two
and foreign scholars have put forward many topicgonditions:

Reference[7] use source domain data to study the
target domain with active learning algorithm, tryin
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(1)At least one non-specific elements should be fn_InsertCA(obj_CA,obj_CAS,F);
contained in the constraints set in clustering; fn_ConstrucCons(obj_CAS);
Il Traverse the core set, build on pairwise

(2)Each cluster boundary should be controlled bgonstraints set

the corresponding pairwise constraints.

Based on this, this paper designs a kind of semi- //Initialize the boundary set and construct the
heuristic active learning algorithm, supplementedorresponding pairwise constraints set
by a variety of preset parameters to achieve the se}
of constraints of information maximization. The return obj_cons;

algorithm flow is as follows: }
Algorithm 1: Semi-heuristic active learning In order to ensure that each class has an element
algorithm. contained in a pairwise constraints, this paper
o adopts the most far priority strategy to select the
Input: Sample document A, pairwise core point set, the distance between a core point

constraints numbeN | the radius of core region of and the core point set obj_CAS is the minimum
I core area sample threshdid cosine distance under the condition of low enough

o _ attempt, so the cluster center can be more than one
Output: Pairwise constraints set. in clustering, method is reasonable and efficient,

Step 1: Initial sample documents, use given and without loss of generality.

rand ¢ to establish core region of sample point, In the initialization of boundary set, choose two
marked asC,, and the boundary point set, markedoints from core A nearest and furthest respegtivel
as the boundary point to construct the pairwise
constraints set.

3.2 Establish Projection Matrix
When building pairwise constraints set we focus
Step 3: With the precondition of not cross theon the problem of core point set and the boundary
line of pairwise constraints set, using mode$et, here the distances between points in space is
respectively determine the core region angisually of low dimension, high dimensional point is
boundary point sample classes, to build on thénable to measure distance, or the distance is the

ass ;

Step 2: Pairwise constraints s@ is initialized
as the empty set;

pairwise constraint s€tS| X ¥ . same. Therefore, how high dimensional spatial data

are mapped to a lower dimensional space is a

Pseudo code: problem that must be considered, with the vector of
fn_InitDoc(A); the projection matrixM,,, ={m, m---, m} , in

which every vector is of dimensidnorthogonal

unit vectors, elements of projected onto the low-
Public ObjPaCOﬂS fn_ACtiVlearn(int N,dOUb|8dimensi0na| space is given as follows:

d_Cradius,String s_Threshold,objRange obj_ CA, ‘ .

objRange obj_BA) X =M"X, I<k (1)

/I Initialization of the sample document

// build on the pairwise constraint set For the transformed data, the points that
according to the characteristics of cannot-link
constraints corresponding to should be kept aadar

possible the most distance, in contrast, the points
that must-link constraints corresponding should be
maintained a close distance. Therefore, the
projection matrix construction principle embodied

while(i_ ConsCount< N) in a data structure projection consistency. Here,

//Judge the obtained constraint number using the objective functioA(M) to complete the

{// through the judgment of core set, establish ~ data transform.
addition of various locations
if (obj_CAS is NULL)
fn_InsertCA(obj_CA,obj_CAS,N);
else

{ inti_ConsCount=0;
ObjPaCons obj_cons=new ObjPaCons();
I/ Initialization of the pairwise constraint set
ObjRange obj_CAS;
fn_InitCA(obj_CAS);
/I Initialization of core zone point set
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_1 T T transform high dimensional data space into a low
P(M) ‘EZDM X =M x U dimensional data space, so as to realize clustering
! algorithm.

a

2 MTx —MTx [?
20C, 7 0g,

In cluster, from the processing difficulty, low
dimensional data is undoubtedly the best choice. By
__B 3 MTx -MTx [ the formula(2) and cannot-link , must-link two
20M, 7 (% )0M, ' ‘ pairwise constraints, calculate the projection matr
(2) We can obtain low dimension space data under the
premise of maintaining the original data structure.
In the formula, C, , M were pairwise Here, should control the distance of cannot-link

n

constraints number of cannot-link and must-linieonstraint point set as large as possible, thahef
respectively; Considering the constraint factorgnust-link constraint set as small as possiblehat t
setting balance coefficient . £, so as to adjust the cluster effect is better.

the proportion of the target function. 3.3 Cluster Deviation Analysis
For the deviation of clustering, the traditional

The simplified formula (2): solution is added balance factor in the sample

1 . T space, make cannot-link and must-link effect really
P(M) ZEZDM Xx-M %1 Q ®) sample point balance type as follows:
]
1 1
In the formula, a==lx-x K +=Ix-x§
2 f 2 i
a —_1 1 "
+ X =— - —— |IX—X
1 o X, % 0G g =lx =% U 5 lx-x 4
B For the two balance factor is described: if the
Q=11 _DM 7 X, X% UM, samplex , x; violates the constraint of cannot-
n link, ¢ stands for summation of two samples in the
1 Xin X OG orM, difference between the distances under different
metric system; If the sample, x; violates the
(4)  constraint of must-linkg_(j is the difference value
Two derivation of formula (3): of distance between two samples of longest distance
1 and current sample point in clustering. Using the
P(M) = MTMj(EZDX -xFQ (5) balance of factors can reduce cluster deviation in
i

certain extent, but it is just a simple adjustmeéme,
effect is not obvious.

Based on the above analysis, this paper put
forward cannot-link that using the adjusted virtual

Through derivation of formula (3), the optimizedsample points instead of actual sample point
matrix M can be got. Using Lagrange theoremconstraint to solve the clustering deviation, ceter
analytic solution of matrix equatiok! to the target analysis is as follows:

?rllld cc?nstraints can be obtained, formula is as pefinition 1: The same cluster closure, sample
oflows: points set {x, X,---, X} , in the formula,

(x,x)1 §.,i J1£ i,j£ n, then the set formed
by {x, x,---, %} is called the same cluster closure.

1 i=j
In the formulaM ™™, =i = )
: 0 otherwise

R(M) = P(M,, My M) =3 (W W=1) (6)

Put formula (6) and seek partial derivative of Definition 2: special cluster closure, supposed

. OR _ _ _ . there are two special closure sets
R(M) : o, =QM,; -yM =0, it can solve the X = {% % X}Aande{Yu Voo Y}, in the
optimal projection matrix vector formula, (x.,y)l S.,1£€ k£ nlf I£ m , and

Min ={M; M-, M } and use formula (1) to x | X,y 1 Y, thenX andY are closures.
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Definition 3: closure centre, supposed therggt arg min(||;<i -z lxe, thereforex; 0 C . X,
exists the same cluster closure {sgtx, ---, X} , _ _
replacedX;, x G = X UG,y G = YU C.

R
then definex= —g X as the centre of the closureso, after replacing, the same cluster closKreis

n ;- . . I s
= still vested in the original cluster, satisfying st
link. The above validation for different cluster
Simplify sample set according to the definition oftlosure is also applicable in special clusterssunle

closure and attempt to use the center to replage funter were_q,}j , X, andY. are different cluster

original sample closure between cannot-link . !
gosure, and each is the same cluster closurayall

sample point, solid circle represents the sampe Srge_et the must-link constraint, that

closure center, the solid line shows the sampié X UG = X UG, y0G¢= YO C. So, to
points between must-link constraints, and the dotteensure the mutually different cluster closure of

I?ne represents _the sample points between canno;*(-i,Yj belong to different categories, to meet the
link constraints. Two sample sets

set.

cannot-link constraints, therefore, using sample
Do X Xew XK X Y Yoaos represent osure can solve the clustering subject.

two closures respectively, thus the cannot-link _

constraints between two samples sets can B¢ |mproved K-MeansAlgorithm

= — . . Algorithm 2: Improved K-means algorithm
replaced by closure centery.There is a special based on pairwise constraints.
case, if a sample is not subordinate, the indidlgua
into a closure, the sample set contains only one Input: sample sekX, , algorithm cluster number
sample point. k, cannot-link constraints s&.

Output: k Clusters division.

Step 1: Calculationk clusters centre in sample

Xing set,

Step 2: Calculatedarg minthat the center of

closure and clustering among the same cluster and
special closure respectively, iterative process go
round and begin again, until the algorithm
convergence;

Figure 1: Diagram of sample set closure

. While (convergence conditions)
Replace sample set closure with the closure

center, cannot-link constraint in special cluster (1)For one same cluster closure, calculate closure
closure take the placg of in closure center, the si. qqter X and its arg min(||;<i -z R of cluster
of the sample set is greatly reduced, can be

transformed intoX = {x, %, ---, X}, I£ n, cannot- centre Z, so that it will fit conditions;
link  constraint ~ set of sample points (2)For special closure, two closure centre
areS, ={ Xn %} . x and y, , there is (x,y;)0S , calculate

To be clear, the clustering objects have beeargmin(|ix —z fi+ 1/ 1| of two cluster
changed into closure from sample points. Thggantre with it:
closure center and the cluster center are veryeclos
physically and logically. This paper attempts to (3)Calculate the cluster centz.
analyze those results of alternative closures after
clustering without deviation. ~ Step 3: ReturnK divided cluster.

SetX; ={x, %,---, x} as same cluster closure in T4 golve the clustering problems, the traditional

sample set, closure centrexask cluster centre can approach is introduced the balance factor to

be represented @={z, z,-- g ,k cluster can be régulate the constraint violation sample point
distance value, but the balance factor values for

represented  as {G, G, G} . DZ0Z \ giferent objects to determine is difficult, thefesft
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is not good. This paper proposes the use of samp@l2 Result Analysis

closure center instead of sample closure to meetThe figure respectively reflect comparison results
cannot-link and must-link constraints, and in thef algorithm in paired comprehensive measure and
algorithm K-means realize, due to alternative that normalized mutual information, when the constraint
involved in computing the sample points are greatlgumber is 0, three kinds of algorithms and results
reduced, the efficiency of the algorithm can beare the same because of no room for improvement.

ensured, suitable for complex sample set. Experiment results of comparison of three

4. EXPERIMENT algorithms in paired comprehensive is shown in Fig
2. Two data sets are verified for clustering effect
from low to high arrangement: PC-KM, CPC-KM,
CPC-KM. In low dimensional data sets Balance,
OC-KM and CPC-KM algorithm differs not quite
@cause there is no need to consider the effects of
aiimension, but in the CPC-KM algorithm with
losure center instead of sample points to meet
dnnot-link and must-link constraints, the algarith
as some advantages. In the high dimensional data
ets Similar, because PC-KM inherent spatial
rocessing capacity leads to dividing the sample
. Lo eérror increase. therefore, CPC-KM and ACPC-KM
clustering results and real class similarity, @age . :
is set to[0,1], the larger the better description Ofalgorlthm have more obvious advantages. In
b addition, with the increase of the number of ACPC-
clustering; PCM combined precision and recall ratg¢m  constraints, the rising slope change, also
its range is set tf0,1], same as previous, the largefconfirmed the importance of constraint set
the better clustering effect. information quantity. Fig 3 mainly embody the

. . . .. NMI index of algorithm, three kinds of clustering
This paper involved three kinds of algorithm: K- erformance of the algorithm with the constraint

means algorithm based on pairwise constraint : :
mark PC-KMS: pairwise constraints based ?/E)Umber increases gradually, but the different

4.1 Experiment Contents

This paper selects two data sets from the U
database: Balance, Similar. Among them, balance
low dimensional data set, the dimension is
sample number 585; similar is high dimension
data set, the dimension is 16090, sample numb
280. Use two quantitative indexes: NMI(normalize
mutual information) and PCM(pairwise
comprehensive measure). NMI is a kind
clustering effect evaluation index, response saspl

: . onstraint number corresponding to the clustering
improved K-means algorithm, denoted as CPC'K erformance is different, in the Balance data sets,
as well as the text presents the active algorith

> hen the number of clusters in 600-800, ACPC-

CPCK.MEAN.S' mark ACPC_:'KM' The experiment KM algorithm NMI values based on active learning
was divided into three parts: increased significantly, whereas the other two
(1)Compare time efficiency of PC-KM, CPC-algorithms for clustering performance declined,
KM and ACPC-KM; because PC-KM and CPC-KM algorithm of
pairwise constraints of randomly generated, the

(2)Compare cluster effect of PC-KMCPC-KM  roqit shows the active learning effect.

and ACPC-KM; . _
From the experimental results, compared with the

(3)Analyze NMI value of PC-KM CPC-KM  pC.KM and CPC-KM algorithms, ACPC-KM
and ACPC-KM. clustering effect is more obvious. Whether it is a
In PC-KMS, CPC-KM and AcPc-kM low dimensional or multidimensional data, the

performance comparison of the three aIgoritthumber of pairwise constraints at higher inflatiqn
each algorithm run 20 times on the data set, ifiates, because the ACPC-KM algorithm constraint

final clustering results take the average valu@@f SE€t contains more information so that the abiligtt

times. In addition, the set of clustering numiber control sample boundary is powerful.
and data set of true category should be coordinated

and descend dimension data setktel, Each

experiment of constraint sets include cannot-link

constraints and must-link constraints, and the

number of constraint consistent, Fig 2 is the

comparison of three kinds of algorithm in clustgrin

effect; Fig 3 is the comparison of NMI value among

PC-KMS, CPC-KM and ACPC-KM.
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5. CONCLUDING REMARKS

This paper presents a semi-supervised clustering
algorithm ( ACPC-KM algorithm ) based on active
learning, which using cannot-link constraints and
must-link constraints to guide the clustering, in
order to increase the constraint set information
guantity, introduced active learning strategieghea
iteration obtain a large number of auxiliary
information, at the same time through pairwise
constraints obtain initial projection matrix, and
construct the subspace. Finally, using the improved
K-means algorithm to implement clustering sample
set. The experimental results show that the ACPC-
KM algorithm not only has the time efficiency and
solve the problems in clustering has obvious

advantages, can effectively improve the
performance of clustering.
In  semi-supervised clustering, more prior

knowledge, better cluster effect, but the supemwisi
information will add too much burden on the user,
reasonable cannot-link and must-link constraints
can be more effective results, therefore, how to
improve the constraint set information quantity is
an important research direction.
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