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ABSTRACT

In this paper, the formal triple | inference meatHmased on logic systeMUL is investigated. Firstly, a
new complete formal systeMUL , which is the schematic extension of uninorm logystemUL , is
given. A complete many-sorted first-order formasteynW.UL,, for fuzzy predicate logic is structured.
Secondly, triple | solutions (including FMP-solutiy FMT-solutions) based on logic syst&UL are

given. Lastly, triple | algorithms are formalizedlogic systemW.ULO, ., and the strict logic proof of triple
| algorithms are given. Moreover, the reductivitidghe triple | algorithms are proved.

Keywords: Fuzzy Logic, Fuzzy Reasoning, Triple | Algorithm, Many-sorted First-order Formal System,
Logic System W.UL

1. INTRODUCTION implication operator by combining fuzzy logic and
fuzzy reasoning, establishing the triple | prinegpl

The research into logic systems is mainly to mortor the models FMP and FMT. Subsequently based
closely simulate the ability of human reasoning ion regular implications and normal implications the
daily activities, and fuzziness in human thinkisg i unified triple | algorithms for FMP and FMT have
a very important factor. As for fuzzy reasoning thbeen established by Wang and Fu([6]) which are
most basic models are given as follows(see [1,2]): equivalent to the unified forms designed by Pe)([7]
for all residuated implications induced by left
continuous t-norms to solve FMP and FMT
problems. In addition, Pei ([8,9,10]) conducted a
detailed research into the triple | algorithms ldase

Given the input “y is B’ and fuzzy rule “if x is on the monoidal t-norms basic logical system MTL
Atheny is B”, try to deduce a reasonable output “Setting a sound logic foundation.

is A, fuzzy modustollens (FMT). In 1996, Yager and Rybalov([11]) firstly

In the above models, A and Adelong to fuzzy proposed uninorm operator, which merged the
sets F(X) in the non-empty set X, B andli&long common characteristics of t-norm and t-conorm.
to fuzzy sets F(Y) in the non-empty set Y. Uninorm operator has been widely applied in expert

, system, neural network, fuzzy system model,

In regard to the models described above, the m kasure theory, mathematics morphology and

in uential approach is the compositional rule of,any other domains. G. Metcalfe and F. Montagna
inference (CRI method for short) presented b [12]) proposed uninorm fuzzy logidL , which is

Zadeh([3]) based on fuzzy set theory, in whickyy ivlicative additive intuitionistic linear logic

propositions and inference rules inyolved A'8IAILL extended with the prelinearity axiom.
expressed as fuzzy sets and fuzzy relations amd th viomatic extensions ofUL include the well-

calculate the output by synthesis from the neWﬁanI'(nown fuzzy logics such as monoidal t-norm logic

and the known fuzzy relation. In reasoning ; :
processes, the CRI method has some arbitrarineysTL and basic fuzzy logiL. ([13]).

and lacks solid logical basis. Wang([4,5]) proposed
a triple | method for fuzzy reasoning based g R

Given the input “x is A" and fuzzy rule “if x is
A theny is B”, try to deduce a reasonable output °
is B™, fuzzy modus ponens(FM P);

s
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In this paper, the weaker uninorm logic, (L3) (A- (B~ C)) - (B~ (A-C))
W.UL for shrot, which is the schematic extension of
(L4) ((AOB) - C) » (A5 (B- Q)

uninorm logic systerL is proposed. Moreover,
the formal triple I inference method based on logic (L5) (AOB) -~ A

system WUL is investigated. This paper is

organized as follows: in section 2, some basic
concepts are introduced. In section 3, a formal (L7) (A~ B)O(A - C)) - (A~ (BLC))
systemW.UL and a many-sorted first-order formal
systemWULO, . are structured. In section 4, triple
| algorithms based on logic systeM.UL are (L9) B - (ALB)

formalized, and the strict logic proof for thispie |
algorithms is given. (L10) (A~ C)0(B - C)) ~ ((ALB) - C)

(L6) (ADB) - B

(L8) A - (AOB)

2. PRELIMINARIES (L11) Ao (L= A)

. _ (L12) O- A
The following definitions are prepared for

introducing important concepts and are used in (L13) A e
proofs of main theorems in this paper. (L14) (A~ B)Ot)O((B - A) Ot)

Definition 2.1(see[11]) A uninorm is a binary
functi [[0,1F - [0,1] such that for some

e [0,1] , the following conditions hold for —Modus ponens (MP){AA - B FB;
allx.y,20[0,1]: Adjunction rule (ADJ):{A,B |ALB.

(i) The inference rules are:

(1) xHy = ybx (Commutativity) Definition 2.3(see[12]) A pointed bounded

(2) (xOy)Oz=x(yOz) (Associativity) commutative residuated lattice is an algebra:
_ N L=(L000,-.t,f.0e ) with universe L,
(3) X< yimples xOy < y[z (Monotonicity) binary operationsU,00,- , and constants

(4) & Ox =X (Identity) t,f,0c° , such that:

If e=1ore=0, thenis a t-norm or t- (1) (LEOHs Jis a bounded lattice;

conorm, respectively. (2) (L,0,t) is a commutative monoid;

Ois residuated iff there exists a function (3)z<x - yiff xOz<y forallX y,zOL .
~.:[0,1 - [0,1] satisfying zZ<X .y iff

X* z< 'y for allX, y,z0[0,1]. We also define the operationsX =4 X -t

U= —°
In the formal system{d, -»,0,0are binary, and

Oe . f.t are constants. We introduce propositional Definition 2.4(see[12]) A UL -algebra is a
connectives as follows: pointed bounded commutative residuated lattice

satisfying the prelinearity condition:
AW AT t<((x - V)OO - 0 0, xyOL |
Ao B=, (A~ B)OB - A

Definition 2.5(see[12]) A UL -algebra is
Definition 2.2(see[12]) The formal system standard iff its lattice reduct {,1] .
Uninorm Logic UL consists of the following

axioms and inference rules: Theorem 2.1(see[13]) If T is theory, A is a

formula, then T, A iff T Fogyo, A - GEN(UL)

(i) Axioms are: for UL -algebra.

(L1) A= A
(L2) (A-B) - ((B-C) -~ (A-C))

404



Journal of Theoretical and Applied Information Technology
10" February 2013. Vol. 48 No.1 3

© 2005 - 2013 JATIT & LLS. All rights reserved-

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

3. THE SCHEMATIC EXTENSION OF THE (03) (OX)(AOB) - (AO(OX)B)

SYSTEM UL AND THE MANY-SORTED X ot f A
FIRST-ORDER FORMAL SYSTEM W.ULO,, (X notfree inA)
(01) AV) - (B)A(X)

In this section, a weaker uninorm logitUL (v substitutable forx in A)

which is an extention of the uninorm fuzzy logic

systemUL is structured. (02) (OX)(A - B) - (A - B)

Definition 3.1 The weaker uninorm logic, (X not free inA)
WUL for shrot, consists of axioms &fL. plus the i) The inference rules are: Modus ponens (MP):
axiom (W.)A - t, and inference rules: {AA- B |-|3 :

Modus ponens (MPXA A- B | B; Adjunction rule (ADJ):{AB | ADB;

Adjunction rule (ADJ) {AB | ACB The generalization rule (GENA F(OX)A.

Using the results given in Chapter 3 of [13], we Notice, termV and variableX have the same
can prove the completeness of the systeidL . sort in systemMULL,  in the axiom (J1).

Theorem 3.1 If T is a theory, a is a formula, The following parts list some important

then Thwu Alf T oo A-  LINWUL) for properties of the many-_sorted firstjorder formal
systemMULL ., which will be used in proofs of

main theorems in this paper.

Monoidal t-norm basic logic MTL is the system  prgnogition 3.2 Hypothetical syllogism (HS) is
WUL extended with the axioni - A. the inference rule of the systemVULO,

linearly orderedMUL -algebra.

Furthermore, we construct a complete manytA- BB -G FA_C.
sorted first-order formal systeM.ULO .. In the Theorem 3.3 WULC,_ proves the following
new systemWULO, _, the variables and CO”StantSpropertieS:
have different sorts, and the predicates have

different types. (Bl A-(B- A

Introducing sort signs into the general first-order (B2) A - (B - (AU B))

languagelL , we get a many-sorted first-order ALB ACC BOC
languagd., in which variables and constants both (83) (A~ B) -~ (( )= )

have decided sorts, and predicates have decidedB4) (BO A) -~ (AO B)
types. The definitions of terms and formulas of
languageL_ are similar to the ones of langudge  (B5) ((X)(A - B) - ((UX)A - (X)B)

A first-order sy_stem can be structured in_ the Proof: (B1) 1B _t W)
language., ., which we call a many-sorted first-

order formal systefW.ULO, . 2B -t) - (t - A - (B A) (L2
Definition 3.2 The many-sorted first-order 3t-A-B-A (1,2,MP)
formal systemWULL,, consists of axioms of 4 (A (t - A) - (t -~ A) - (B - A))

WUL plus the following axioms and inference

e < (A~ (B~ A) (D)

5AL (t—-A) (L11)

(i) Axioms are: .
6(t-A)-B-A)-(A-(B-A)

(01) (OX)A(X) - A(V) (vand X are the same

: : (4,5 MP)
sort, t substitutable fok in A) R ..
A B) - (A (0B) 7A- (B- A 3,6 ,MP)
(02) (OI(A~B) ~ (A~ (B2)1' (AT B) - (ADB) (L1)
(X not free inA) 2A- (B~ (AOB)  (I',L4,MP)

s
405




Journal of Theoretical and Applied Information Technology
10" February 2013. Vol. 48 No.1 3

© 2005 - 2013 JATIT & LLS. All rights reserved-

SATIT

ISSN: 1992-8645 www.jatit.org E-ISSN17-3195

(B3)1(A- B)- (A= B) (L1) The Triple | Principle of FMP Problem:
AL (A-B)-B) (I',L3) Suppose thatX and Y are nonempty sets,

. d for the
c A A OF(X)' BOF(Y)' F(X) 89F(Y)
3A- ((A-B)-B)- ((AO(A - B)) - B)) _( )
set consisted of the whole fuzzy sets oXeandY

(2.L4) respectively. Therg® in the (4.1) is the minimum
4(A0OA-B)-B 2,3 ,MP) fuzzy set of g (xy, such that
5B - (C - (BOQ)) (B2) . .
6(AD (A N B)) N (C N (BDC)) (4"’5" ,HS) (A(X) - B(y)) - (A(X) -B (y)),XDX,yDY (4-3)
7A- (A~ B)- (C- (BOC)) (6,L4) has the maximum.
8A- (C- ((A-B)- (BOQ)) (7,L3) The Triple | Principle of FMT Problem:

Suppose thatX and Y are nonempty sets,
AOF(X), B,B'OF(Y). Then A" in the (4.2) is
the maximum fuzzy set &f(X), such that (4.3)

9 (AOC) - (A- B) - (BOC)) (8,L4)
10 (A - B) - ((AOC) - (BOC)) (6 ,L3,MP)

(B4)TA- (B~ (AUB)) (B2) has the maximum.
20 (A- (B~ (ADB)) - (BO_’Q(A_’ (ADB)) We provide the triple | algorithms of FMP and
3(B-(A-(AUB)) (@@,2,MP) FMT problems based on logic systafUL .
40(8 -~ (A~ (AOB)) _:((I:%D A) - (ALB)) Theorem 4.1 The triple | algorithm of FMP
5(B0OA) - (AOB) (3,4 ,MP) problem is given by the following formula:

(BS)L (0X)(A - B) ~ (A~ B) (1) B'(y) = up{R A%, B(y)) 0 A(}, yOY
2 (OX)(A - B) — ((Ox)A - B) (L,GEN) 0
3 (Ox)(A - B) » (OX)A » (OX)B) (2,02)m where R is a residuated implication operator of

uninorm,[] is a uninorm operator.

Using Hajek's methods and the results given in

[12,13], we can prove the completeness of the Theore_m .4'2 The ftriple I_algorlthm (_)f FMT
systemWULT,._. problem is given by the following formula:

A (X) =inf , , B , xOX
Theorem 3.4 (Completeness) If T is theory, A is ) yDY{R RAX, B, B ()}
a formula, then Aiff T A, . . L
L WULDrs F HIN(WOL) Where Ris a residuated implication operator of
LIN(WUL) for linearly orderedM,UL -algebra. uninorm.

4. THE FORMAL TRIPLE | INFERENCE Making use of the structure and properties of
ALGORITHMSFORFMPAND FMT systemMULO, ., the FMP and FMT problems can
be formalized. Based on systaMULL.,, we

The basic fuzzy reasoning model of fuzzy,. .

. . discuss the reasonableness of the formal triple |
reasoning machine are FMP(Fuzzy Modus Poneng orithms of EMP and EMT problems
and FMT(Fuzzy Modus Tollens): 9 P '

Rule A_B For FMP and FMT problems, the language of the

systemWULL, ; contains only two sors;,s, .

% 4.1) The fuzzy setsA,B on the universeX,Y can
be viewed as two unary predicates with types
Rule A_ B (s),(s,) respectively. The fuzzy sentenceX ‘is
. A” and “Y is B” can be viewed as two atomic
_InputB (4.2)formulas A(X) andB(Y) , where XY are object
Output A variables with sorts;, S, , respectively. So the fuzzy
Wang gives the triple | principles of FMP andconditional sentence that ifX‘is A then YisB”
FMT problems (see[5]): can be represented #$X) — B(y) . Moreover,
FMP and FMT problems can be formalized as
follows:

s
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Rule  A(X) - B(Y) equivalent} B* . B, we say that triple | algorithm
. of FMP problem (4.4) is reductive.
Input A (4.4)

Definition 4.4(see[9]) Suppose thad, B andp’
are unary predicates, the type Afis (s)) , the type
Rule  A(X) - B(y) of g and B" is (S,) . B is co-normal (ie.
F(@)-B(Y). If B =B, we haveA = A, we

say that triple | algorithm of FMT problem (4.5) is
reductive.

Output B

Input B (4.5)
Output A

where X is a variable with sof, Y is a variable Based on the systeM.ULO,., we can obtain
with sorts,, A and A" are unary predicates with the following theorems.

type (S) , and B,B" are unary predicates with Theorem 4.3 In the systenW,.ULL, ., the formal

type(s;) . triple | solution B of FMP problem is given by
In order to solve FMP and FMT problems, weollowing formulas:

indeed need to find a unary predicBteor A" with B = (X)((A(X) — B)O A (X)) (4.6)

type (S,) or (S;) so that some suitable conditions

hold. for variable y with sorts,) ,

Therefore we introduce the following concepts. B'(y) = (B)((A(X) - B(Y)) O A (X)) 4.7)

Definition 4.1 Suppose thatA A" and B are Proof: We will prove (4.7) by (TI1) and (TI2) in
unary predicates, the type @f and A" is(s), the Definition 4.1.

type of B is(S,). If in the systeUL[ ,, there The following sequence is a proof of (TI1):
exists some unary predicag with type (S,) such 1 (A(X) - B(y))O A (X))

that:

(T11) FOIOAN) — BY) - (KK ~B () ; = (YA ~ BONDAK) (1)
(T12) If C is the unary predicate with tyfs) , 2 (((AC) ~ B(y) O A (X))

E (O0O)CAX) - BY) - (A -y ,  ~ OIAX) - BONT AR

we have |-(Oy)(B'(y) - C(y)) , then we callp’ S (A = B(Y) = (A(X) -

the formal triple | solution of (4.4).

Definition 4.2 Suppose thatA,B and B" are (DA ~ BONEA ) (L)
unary predicates, the type @f is (), the type of 3 (A(X) - B(Y)) - (A (X) -
B,B"is (s,). If the systemW.ULO, ., there exists (DA - B(y) T A (x) @2 MP)
some unary predicat@’ with type (S,) such that T
(T11) hold and (TI3) IfD is the unary predicate 4" (Ox)(Oy)(A(X) — B(y)) - (A (x)

with type (s,) , and . ]

. - (B((AX) - B(Y))DA(x)) (3,GEN)
F (O)(Oy)((AX) - B(Y)) » (D(X) - B(Y))) , , _ _
we havel- (O(D(X) - A(X), then we call A The following sequence is a proof of (TI2):
the formal triple | solution of (4.5). 1 (Ox)(Qy)(A(X) - B(Y)) —» (A (X) — C(Y))

Definition 4.3(see[9]) Suppose that, A" and g (Hypot)

are unary predicates, the type &f and A" are . .

2 (A(x)- B - (A -C 01
(s)) , the type ofpg is (s;) . Ais normal (ie. (AC) W) = (A ) ) ()
FO)AX) . If A=A, we haveB =B, ie. 3 ((AX) - B(y)) - (A (x) — C(y)))
B° and B are provably equivalent (briefly,

s
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- ((AX) - B(y)OA(x) - C(y)) (L4) (4,02,MP)
4 ((A(X) -» B(y))DA (X)) - C(y) (2,3 ,MP) 6D(X) > A(x) (5,Abbr.)
5 (DY((AX) ~ BY)D A (X)) - C(y) 7(@IPM) - K(x) (6 .GEN)=
(4, [LMP) Theorem 4.5 The algorithm of Theorem 4.4 is

6B (y) - C(y) (5 . Abbr ) reductive.

. . . Proof: Suppose thatA andA™ are normal, and
7(@y)B (y) - C(y)) (6,GEN)m A=A . We will prove B = B, with

Theorem 4.4 In the systemW.ULO, , the formal B (y) = ((X)((A(X) — B(y)) O A(X)).
triple | solution A" of FMT problem is given by

following formulas: First, we prove}-(Oy)(B'(y) — B(Y))-
A = (0y)(A - B(Y)) - B'(y)) (4.8) T(A(X) - B(Y)) -~ (A(X) - B(y)) (L1)
for variable x with sors, 2 ((A(x) - B(y)OA(X)) - B(y) (1,L4MP)

A (X) = (@) ((AX) - B(Y)) - B'(Y)) @.9) 3 (O)(AX) - B(Y)TANX)) - B(y) (2,GEN)

Proof: We will prove (4.9) by (TI1) and (TI3) in 4 ((3X)((A(X) — B(y))O A(X))) - B(y)
Definition 4.1 and 4.2.

T ((A(X) - B(y)) - B'(y)) -

(A(x) - B(Y)) - B'(Y)) (L1)
2 (Oy)(AX) - B(y)) - B'(¥)) »

(A(x) - B(Y)) - B'(Y)) (O1)
3 (A(X) - B(Y)) - (@O)(AX) -

B(y)) - B(Y) - B(y)) (2.L3)
4(A(X) - B(Y)) - (A (x) - B (y)) (3,Abbr.) o

4 B(y) -~ (A(x) -~ B(y)) (B1)

5 ([@x)(@Y)(AX) » B(Y)) - (A (x) - B () ]
5 (A) O B(Y)) ~ (AX) D (Ax) ~ B(y))

The following formula sequence is a proof of

(3,[2,MP)
5B'(y) - B(y) (4,Abbr.)
6 (y)(B'(y) - B(Y))  (5,GEN)
Moreover, we prove- (Cy)(B(y) - B'(y)).
T()AKX)  (Hypot)
2 @x)@y)(AKX) - B(Y)) (Hypot)
FAX) - (B(Y) ~ (A)DB(Y)  (B2)

(TI3): (4 ,B3,MP,B4)
1 (OX)(@y)(AKX) ~ B(Y)) » (D(x) - B'(Y)) 6 (A O B(Y)) ~ (AX) T (AX) - B(Y))
(Hypot) - (A - B(Y)OA®X))  (5,B4)
2(AX) = B(y)) ~ (D) ~ B (y)) (1.00) 7 (AT (AX) ~ BOY) ~ (AX)DB(y))
3D(X) - (AKX) - B(y)) - B'(y)) (2 ,L3MP) (A - BO)OAX)  (6.L3MP)
4 (Oy)DX) ~ ((AX) - B(y)) -~ B (¥))) 8 (AT (AKX) - B(Y)))
(3',GEN)

~ (A0OBY) - B (7m)
5D(0) -~ (Y)(AX) -~ B(Y) ~ B (¥) & (AC)D (AC)  BYY)

s
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(AX)OB(y)) - B'(y)) (8 ,Abbr.) - (Oy)B(y)) - A(X)
10AKX) - ((AKX) - B(y)) - (2,3,4 MP HS)
(A DB(Y) - B'(y) (9,L4) 6()-B(y)  (Hypot)
117 (Ax)OB(y)) - B (y) (1,2,86,10 MP) 7-(@y)B(y) (6)

12 A(x) - (B(y) - B (y)) a1,L4)
13 (Ox)A(X)) - (B(y) - B'(y)) (12 ,GEN)
14B(y) -~ B (y)

15 @y)B(y) - B'(y)) (14 GEN)=

1,13 MP)

8 ((A() - ([@y)B(Y)) ~ (@Y)B(Y)) - A(X)
(5,7 MP)

9 (@A) - B(Y)) - B(Y)))
= ((A(X) ~ ((BY)B(Y)) ~ ((By)B(Y))

Theorem 4.6 The algorithm of Theorem 4.4 is  (B5,02)
reductive. .

Proof: Suppose B and B" are co-normal, 10 (@(AX) - BOI) — B ~ AX)
and B'=B . We will prove A'=A , with (8,9 HS)

A () = (Oy)((AX) - B(Y)) - B(y)).
First, we provef (OX)(A(X) - A'(X))
T(A(X) - B(Y)) - (A(X) - B(y)) (L1)
2 AX) - ((A(X) - B(y)) - B(y)) (L,L3MP)
3 @)(AKX) - (AX) - B(y)) - B(Y))
(2 ,GEN)
4 AX) - (@Y)(AX) - B(y)) -~ B(Y))
(3,02,MP)
5AX) - A (x) (4", Abbr )
6 (OX)(A(X) - A (X)) (5,GEN)
Moreover, we provd—(Dx)(A*(x) - A(X))
I (-@y)B(Y) - AX) -~ (AX) - @y)B(Y))
- (Oy)B(y)) - (=(Oy)B(y) -~ A(x))) (B1)
2'(~(0y)B(y) » AX)) -~ (~(@y)B(y) -
(((A(x) - (Oy)B(y)) - (Hy)B(Y)) - A(X)))

@,L3)
FAKX) - (=(Oy)B(y) - A(X)) (B1)
4 (Ox)A(X)  (Hypot)

5-(Oy)B(Y) - (AKX) - [@y)B(Y)

1TA (x) - AX) (10 ,Abbr.)

12 OX)(A (x) - A(X)) (11 ,GEN)m
5. CONCLUSION

In this paper, fristly we provide a new complete
formal logic systedMUL , which is the schematic
extension of logic systerL , and constructe a
complete many-sorted first-order formal system
WULDO,  of fuzzy predicate logic. Then, based on

the logic systefMUL , we propose the triple |
algorithms for FMP and FMT problems. It is not
only that, making use of the structure and propsrti
of systemMULO, ., triple | solutions of the FMP

and FMT problems are formalized, but also the
reasonableness and redutivity of triple | algorithm

of FMP and FMT problems are explained. We have
put fuzzy reasonings into the framwork of pure
fuzzy logic and provided a new inference method
for processing complicated problems in the real
world.
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