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ABSTRACT 
 

This paper proposed a method to identify nonlinear systems via the fuzzy weighted least squares support 
machine (FW-LSSVM). At first, we describe the proposed modeling approach in detail and suggest a fast 
learning scheme for its training.  Because the training sample data of independent variable and dependent 
variable has a certain error, and we obtain the sample which has a certain fuzziness from measuring, 
influencing the accuracy of model building, this paper would put the concept of fuzzy membership into the 
least squares support vector machine. Using the fuzzy weighted least squares algorithm for samples, each 
sample in the vector is introduced into the fuzzy membership degree, this improve the anti noise ability of 
least squares support vector machine. The efficiency of the proposed algorithm was demonstrated by some 
simulation examples. 

Keywords: Mixed Kernel Function, FW-LSSVM,  Identification，Nonlinear Systems. 
 

1. INTRODUCTION  
Most systems encountered in the real world are 

nonlinear in nature, and since linear models cannot 
capture the rich dynamic behavior of limit cycles, 
bifurcations, etc. associated with nonlinear systems, 
it is imperative to have identification techniques 
which are specific for nonlinear systems[1-4]. 

SVM  is employed  to  realize  some  complex  
nonlinear  desired  functions, which is presented by 
Vapnik and based on the statistical learning theory 
and learning method has obtained certain 
achievements. SVM has strong generalization 
ability in solving the small sample, nonlinear, high 
dimension, and local minimum of practical 
problems. SVM use a variety of kernel function 
which can be classified into global kernel function 
and local kernel function [5]. Smits and Jordaan use 
the two kernel function to make up a kind of mixed 
kernel function through the research on two kinds 
of representative global kernel function 
(polynomial kernel function) and local kernel 
function (RBF kernel function) mapping properties 
[6]. In addition, Suykens presents a least squares 
vector machine (LSSVM) method based on SVM. 
LS-SVM transform the traditional SVM inequality 
constraints into equality constraints, in order to 
avoid a quadratic programming problem solving 

time-consuming, and LS-SVM reduce the run time, 
and effectively improve the speed of learning to 
solve at a large extent. Although the algorithm and 
the structure of the LS-SVM are simple, and the 
calculation of LS-SVM is fast, it lost the loose and 
robustness of SVM in a certain extent. 

This paper overcome the adverse effects of the 
training sample noise by selecting the fuzzy 
weighted least squares support vector machine 
algorithm and putting fuzzy weighted membership 
on the squared error of each sample [7-9]. Selecting 
LS-SVM which is constructed with mixed kernel 
function not only has a good learning ability but 
also has better generalization ability. Simulation 
results show that the fuzzy weighted least squares 
support vector machines help to improve the 
robustness of the model and have a certain 
practicality.  

Briefly, the paper is organized as follows: 
Section 2 presents    brief theory of least squares 
support vector machine(LSSVM). Section 3 deals 
with the description of the fuzzy weight LSSVM. 
Section 4 provides an illustrative example to 
identify for the nonlinear systems. Finally, some 
conclusions are obtained in Section 5. 
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2. THEORY OF LSSVM 
 
LSSVM(Least squares support vector machine）

[5] flow the principle of the structural risk 
minimization of the SVM algorithm in training 
process, and the inequality constraints of the 
objective function in SVM is transformed into the 
equality constraint. Select a nonlinear mapping and 
input vector is mapped from the original space to a 
high dimensional feature space. And the optimal 
decision function is constructed by using the 
principle of the structural risk minimization in the 
high dimensional feature space. Dot product 
operation in high-dimensional feature space is 
replaced by the kernel function of the original 
space, and the first power of the empirical risk is 
replaced by the square in this procedure. The 
insensitive loss function is avoided, and the 
complexity is greatly reduced and that the obtained 
external solution which is a global optimal solution 
is ensured. 

The article assumes that the sample training set is 
given. The sample training set is 
{ } RRyxyxyx n

ll ×∈),(),(),,( 2211 L , and lx  is 

the l th−  sample of the input mode and ly  is the 

l th−  the desired output of the l th−  sample, and l  
is the total number for the training sample. The 
samples are mapped to the high-dimensional feature 
space from the original space nR  by using the 
nonlinear mapping ( )ϕ ⋅ . In the feature space, the 

model of least square support vector machine is 
( ) ( )Ty x w x b= ϕ +                            (1) 

where ( )xϕ is the feature mapping and Tw  

represents the weight vector, and b is the offset 
vector. 

Based on the structural risk minimization the 
recursive model of LS-SVM for solving the 
function (1) is  
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where γ  is called the adjustable constant and 

0γ > , iξ  is the error term, and 0iξ ≥ . 

The corresponding Lagrangian function for (2) is 
as follows  
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where iα  is Lagrange multiplier and 

[ ]1 2, ,
T

lα = α α αL . Based on KKT which is the 

optimal conditions, the linear equations are 
obtained after eliminate iξ andw . 
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Then the optimization problem is transformed 
into the following linear equation: 

1 1 1 1
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where ( , ) ( ) ( )T
k l k lK x x x x= ϕ ϕ  is the kernel 

function . Linear kernel, polynomial kernel and 
RBF kernel are the common kernel functions. In 
this paper, the mixture kernels which consist of 
polynomial kernel and RBF kernel are used. The 
expression is as follow 

22 2[( ) 1] (1 )exp( / )mix i iK x x x x= ρ ⋅ + + −ρ − − σ  

     (6) 
where (0 1)ρ ≤ ρ ≤  is the constant to regulate the 

effect of the two kernel functions. It is        
important to select the parameters ,ρ σ  and the 

penalty-factorC . In order to get the model that has 
the predicted effect, it is necessary to optimize and 
adjust the parameters [10-11]. 

 

3. FW- LSSVM  
 
LSSVM improves the normal SVM, but at the 

same time it loses the robustness by itself, and it 
doesn’t fit the fact that the training data has the 
same affection in the objective function. Because 
the sample data have different positions, the extent 
of influencing by the noise and the error exists that 
have different and important influence in the 
measure. So for acquiring a better robustness, each 
sample data in the vector is introduced into the 
fuzzy membership degree[12]. The objective 
function (2) is replaced by the following function. 
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The corresponding Lagrangian function for 
Equation (7) is as follows: 
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The linear equations are obtained for the function 
(8): 
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Then the optimization problem of the function 
(9) is transformed into the following linear 
equation: 
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The parameters α and b  can be obtained by the 
Equation(10), and selecting the weighted 
coefficient iµ  is based on the error /i iξ = α γ  of 

the LS-SVM. 
 

4. IDENTIFICATION VIA FW-LSSVM 
 
Consider the nonlinear system 

( ) ( ( 1), ( 1), , ( ) ,

( 1), ( 2 ), , ( ))

y k f y k y k y k n

u k u k u k m

= − − −
− − −

L

L
         (11) 

where u(k) is the system input, y(k) the system 
output; where m and n are respectively the delays of 
u(k) and y(k).  f(.) is a nonlinear function. 

The identification of nonlinear system based on 
FW-LSSVM model is depicted in Figure 1. 

( ) ( ( 1), ( 1), , ( ) ,

( 1), ( 2 ), , ( ))
M svm M M My k f y k y k y k n
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L
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(12) 

where ( )My k  is the output of the identification model, 

( )S V Mf g   is the obtained model by training FW-LSSVM.  
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Figure 1: The Diagram Identification Of The Nonlinear 

System Based On SVR 
 

The detailed process of this identification can be 
described as following: 

Step 1 Chose the input signal u(t)  for the 
nonlinear system  Equation(11). 

Step 2 Chose the sampling time st , sampling 

dots N and width of window is * st N t= . 

Step 3 Initialed the input and output,  and 
obtained the values of  u(k) and output y(k) at every 
sampling time k .  

Step 4 Choose the delays of input m and output n 
( 0)m n≥ ≥ . Construct a sampling set { , }D X Y= , 

where 

( ) { ( 1), ( 2), , ( ),

( 1), ( 2), , ( )}

( ) ( )

( 1), ,

X k m y k y k y k n

u k u k u k m

Y k m y k

k m N

− = − − −
 − − −
 − =
 = +

L

L

L

 

 Step 5  Chose the kernel function ( , )i jK x x  

determine parameters of the FW-LSSVM (such 
as , iγ µ ) 

Step  6 Computing the output MY  when the input is, 

and the training error ME Y Y= − . 

 Step 7 If the error E is less than a threshold ,the 
training is over, then go to the next step; else return to 
Step 5. 

Step 8 The parameter vector  w would be obtained 

by solving quadratic regulation in Equation (9) . 

Step 9 The model is obtained , the identification 
process of nonlinear system is end. 

 

5. THE SIMULATION EXPERIMENT 
 
In order to prove that the opinion put forward in 

the paper is effectiveness, the nonlinear system is 
regarded as the object to emulate. The personal 
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computer and the software of Matlab 7.0 are needed 
to accomplish the   experiment. 

The nonlinear model is as follow [13]: 
( 1) 0.6* ( ) /(1 ( ) * ( ))

0.3* ( ) * ( ) 0.8* ( )

y k y k y k y k

u k y k u k

+ = +
+ +

     (13) 

The data need to be trained before test the fuzzy 
weighted least squares support vector machine. The 
input sample of the training data are structured the 
array and every row of the array represents the 
input vector. The training sample is: 

( ) [ ( 2 ), ( 1),

( 2 ), ( 1), ( ) ]

( ) ( 3)

X k y k y k

u k u k u k

Y k y k

= + +
 + +
 = +

                 (14) 

In the model, the sampling time 0.01st s= ,  

sampling dots 200N = , the width of window 
is . * 2st N t s= = . The mixture kernel function 

22 2[( ) 1] (1 ) exp( / )mix i iK x x x x= ρ ⋅ + + − ρ − − σ   is used.  

The parameters of the kernel function has the 
stronger influence, so the value of ρ  is 0.01 

through the experience. The output of the training 
data in the model are compared with the actual 
output until the error is the minimum. The vectors 
of σ and γ  are gained when the error is the 

minimum. The vector of σ is 0.2756 and the 
positive number γ  is 200. Figure 2 is the output of 

the simulated nonlinear system model and the 
Figure 3 is the output error of modeling. 
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          Figure 2: The Output Of The Training Model 
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Figure 3: The Training Error Curve Of When The Input 
Is A Random Signal 

In the fuzzy weighted least squares support 
vector machine of the nonlinear system, the random 
signal ( ) (1)ru k rand= , unit step signal, sinusoidal 

signal 0.5 sin(2 0.5)tπ +  and the square signal 

0.5 (sin(2 )) 0.5sign tπ +  are used to test the 

generalization performance of the model. The 
output error curves of the fuzzy weighted LS-SVM 
nonlinear system identification model are the figure 
from Figure 4 to Figure 6. 
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           Figure 4: The Identification Error Curve When 
The Input Is A Unit Step Signal 
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             Figure 5: The Identification Error Curve When 
The Input Is A Sinusoidal Signal 
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Figure 6: The Identification Error Curve When The Input 

Is A Square Signal 

Figure 3 to Figure 6 indicate that using the fuzzy 
weighted LS-SVM avoids the over-fitting reduces 
the incompactness. The simulation experiment 
proves that the fuzzy weighted LS-SVM nonlinear 
system has a better robust. 

 

6. CONCLUSIONS 
 
  In this paper, we present an improvement 

method to identify nonlinear system. The algorithm is 
put the fuzzy weighted to use LSSVM. Based on 
that the samples have different and important 
influence in every model of the productive process, 
fuzzy weighted algorithm is introduced. The 
influence of the abnormal training data are 
overcame and the over-fitting of the identification 
model is avoided. The simulation experiment 
indicates that the     fuzzy weighted LS-SVM and 
the mixture kernel function avoids the algorithm 
convergent prematurely and improves the fuzzy 
learning precision and the generalization ability. 
Then the robustness of the system is improved and 
the fuzzy weighted LS-SVM has a better 

application. The results demonstrate that the 
suggested method gives better error minimization 
for nonlinear system.  
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