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ABSTRACT 

 
In order to calculate sentence semantic similarity more accurately, a sentence semantic similarity 
calculating method based on segmented semantic comparison was proposed. Sentences would be divided 
into the trunk and the other segments by some grammar rules, and each segment might be divided into 
several shorter segments. When calculating the sentence semantic similarity between two sentences, the 
trunk and the other segments were set different weights, and the grammatical and semantic structure of the 
sentences would be analyzed, and the reasonable grammatical orders for segments in the two sentences 
would be chosen. With the method, the more reasonable and accurate sentence semantic similarity between 
two sentences could be calculated. Finally an experiment was provided to verify the effectiveness of the 
method. 
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1. INTRODUCTION  
 

In many technical fields, sentence semantic 
similarity calculating is the crucial technology, such 
as automatic question answering system, 
information extraction, and knowledge acquisition. 

Sentence semantic similarity calculating had 
been deeply researched by many scholars, and they 
had proposed many algorithms. The semantic 
similarity of two sentences could be calculated 
using information from a structured lexical database 
and from corpus statistics[1]. The semantic similarity 
between sentences could be computed based on the 
semantic distances in WordNet[2][3]. The semantic 
similarity of two sentences could be got using 
information from corpus statistics based on 
WordNet[4]. An approach to building conversational 
agent by calculating semantic sentence similarity 
was researched[5]. A text similarity using corpus-
based word similarity and string similarity was 
proposed in document [6]. A new sentence 
similarity based extractive technique for automatic 
text summarization was researched in document [7]. 
These algorithms can be divided into two categories: 
(1) the methods by statistical analysis according to 
the semantics similarity between vocabularies, 
however the results were not accurate enough 
because the grammatical structure the whole 

sentence were neglected; (2) the methods by 
analyzing the grammatical structure of a sentence 
according to some corpus,  although the methods 
were effective in analyzing for one sentence, but  
the results were not precise enough because the two 
sentences might be very different in grammatical 
structure. 

In order to get more accurate results, a sentence 
semantic similarity calculating method based on 
segmented semantic comparison was proposed. 
According to the general grammar rules which we 
had designed, the sentence could be divided into 
two components: the trunk and the other segments, 
and they were set different weights in calculating 
process; by the method, the more accurate similarity 
between two sentences could be calculated. Finally 
an experiment was provided to verify the 
effectiveness of the method.  

2. THE GRAMMAR AND SEGMENTED 
METHOD FOR A SENTENCE 

 

As a prerequisite, a grammar should be design to 
descript the sentence. By the grammar a sentence 
could be divided segments. The grammar had been 
designed according to Case Grammar[8], the details 
are as follows: 
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2.1 The Segmented Rules For The Trunk 
Segments  

Suppose a sentence(CS) is composed of the 
subject(S), the predicate(V), the object (O) and the 
other segments, and the appearing sequence in the 
sentence are S, V, O. The rules for the sentence can 
be described in the grammar rules (Figure 1, 
formula 1): 

                           S LSL LC VLO→                    (1) 

VS O

L

…

L

…

L

…

L

…

Figure 1: The Rules For The Trunk Segments 
L is the parts between S, V, O. 

2.2 The Segmented Rules For L  
 

The part L is composed of two segments: 
I. The attributive part (AT); 
II. The adverbial part (AD). 
The rules for L can be described in the grammar 

rules (Figure 2, formula 2): 
T D D TL A A A A  є→                        (2) 

L →є means L might be null. 

  

L

AT AD

••• •••

 
Figure 2. The Segmented Rules For L 

2.3 The Segmented Rules For AT And AD  
 

Suppose the attributive part (AT) is composed 

{P1, P2…Pn}, Pi is an attribute or state to describe S 
or O; 

Suppose adverbial part (AD) is composed {P1, 
P2…Pn}, Pi is an case of the sentence to describe 
the reason, the result, etc., of the predicate(V); 

The rules for AT and AD can be described in the 
grammar rules (formula 3): 

D D

T T

A A P P  є

A A P P  є

→

→
                      (3) 

Generally, the conjunctions and the prepositions 
in a sentence might be the semantic boundaries, so 
they were selected as grammatically-partial word 
(Figure 3): 

P1 P2

••• •••

P3

•••

AT  or  AD

Notional grammatically-partial word

 
Figure 3. The Segmented Rules For AT And AD 

2.4 The Processing Method For Different 
Grammatical Order  
 

In this article, we using the grammatical order of 
the sentence by formula (1) (CS → LSLVLOL) as 
an example to describe the sentence s; in practice, a 
sentence might have different grammatical orders; 
all the possible grammatical orders were shown in 
Table 1: 
 

 
Table 1: All the possible grammatical orders and their rules 

Grammatical 
Orders SVO OVS VSO VOS SOV SOV SV OV VS VO 

CS→ LSLVLOL LOLVLSL LVLSLOL LVLOLSL LSLOLVL LSLOLVL LSLVL LOLVL LVLSL LVLOL 
As shown in Table 1, there are 10 kinds of 

grammatical orders, and the part between S, V, O 
for any grammatical order are all L, so, the same 
method can be using to calculate the sentence 
semantic similarity. 

3. CALCULATING SENTENCE SEMANTIC 
SIMILARITY 

 

Calculating sentence semantic similarity had 
three stages: 

I. Calculating the semantic similarity of the 
trunk; 

II. Calculating the semantic similarity of L; 

Ⅲ . Calculating the semantic similarity of the 
whole sentence. 

Suppose there are two sentences CSA and CSB; 
according to the formula 1, set CSA=LA1SALA2VA 
LA3OALA4, CSB=LB1SBLB2VBLB3OBLB4.The semantic 
similarity between CSA and CSB could be calculated 
as follows: 

3.1 Calculating the semantic similarity of the 
trunk  

3.1.1 The semantic similarity between two words  
Suppose there are two words Wi and Wj, and 

there is a lexical semantics library organized as a 
tree, such as Wordnet. The semantic similarity 
between Wi and Wj, could be calculated by formula 
4: 
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 (4) 

Wi∞Wj  means Wi is the ancestor of Wj in the 
lexical semantics library (using wordnet), dis(Wi, 
Wj) is the distance between Wi and Wj in the tree, D 
is the maximum depth of the tree for the lexical 
semantics library. 

3.1.2 Selecting the words of the trunk and 
segmenting the sentence 

For each verb Vi(If no verb, then selecting the 
adjectives) in CSA and each verb Vj in CSA, the 
semantic similarity value Sim(Vi,Vj) could be 
calculated by formula 4; Selecting the Vi and Vj 
with the maximum Sim(Vi,Vj), set VA = Vi as the 
predicate of CSA ,and set VB = Vj as the predicate of 
CSB. 

Using a similar method, the subject S and the 
object O of CSA and CSB could be selected. 

When S,V,O was selected, all the segments of the 
CSA and CSB were determined. The semantic 
similarity for whole sentences could be calculated 
in the next step. 

3.1.3 The formula for calculating the semantic 
similarity of the trunk 

When we calculating the semantic similarity for 
whole sentences, it is obvious that the importance 
of the trunk is far more than the ordinary segments 
L, so they should be calculated by different 
methods; the semantic similarity of the trunk could 
be calculated as formula 5: 

A B A B

A B

1 SA SB , ,
,

F ( , )=(Sim(S S )+Sim(V V )
+Sim(O

C
O

C
))/3

       (5) 

3.2 Calculating the semantic similarity of the 
segment L  

3.2.1 The jaccard similarity calculation formula 
When calculating the semantic similarity of the 

segment L, the jaccard similarity calculation 
formula had been adopted, which was discussed in 
detail in document [9] [10]. 

The Jaccard similarity for two collections S and 
T could be calculated by formula 6: 

( )Sim S,T   S T  /  T | S |=         (6) 

|S∩T| is the number of the common elements of 
S and T, |S∪T| is the total number of the elements 
of S and T. 

3.2.2 Selecting the corresponding segment for L 
It had been discussed in 2.3 that the two 

sentences might be different grammatical orders in 

many cases. So for each the segment LAi in CSA, the 
corresponding segment LBj should be selected by 
semantic logic.  

The selection principle is: according to the 
semantic logic order of LAi in CSA divided by 
SA,VA,OA, selecting LBj in CSA which is in the same 
semantic logic order. 

For an instance shown in Figure 4, the 
corresponding four segments are as below: 

LA1↔LB1 

LA2↔LB3 

LA3↔LB2 

LA4↔LB4. 

LA1

…

LA2

…

LA3

…

LA4

…SA VA OA

LB1

…

LB2

…

LB3

…

LB4

…SB OB VB  
Figure 4. Selecting The Corresponding Segment 

3.2.3 Calculating the semantic similarity of L 
 

Suppose there are two segments LA and LB, 
according to 2.3, LA and LB could be divided into 
shorter segments, we can set LA={PA1, PA2, 
…PAn},LB={PB1, PB2, …PBm}; For PAi and PBj, the 
jaccard similarity could be calculated by formula 6. 

The jaccard similarity requires there must be 
common elements in PAi and PBj, the determination 
condition is as follows (formula 7):  

{ }
{ }

Ai A1 A2 An

Bj B1 B2 Bm

Ai Bj

P P , P ,  P
P P ,  P ,  P

P P

∈ …
∈ …

=
               (7) 

However, in the calculating process, there might 
not be elements meeting the conditions PAi=PBj, 
because which means PAi and PBj  must be the same 
words. 

Actually, it need not to meet such stringent 
conditions in calculating process, we could modify 
the formula 7 as formula 8: 

{ }
{ }

Ai A1 A2 An

Bj B1 B2 Bm

Ai BjW W W Wp

P P , P ,  P
P P ,  P ,  P

Pq p q
S

P

im ,W Wp q

∃ ∈

∈
∈

∃

…

∈

…

 （ ）（ ）

（ ( ）> 0)

     (8) 

Wp is a word in PAi,  Wq is a word in PBj. 
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The modification means: the requirement of 
PAi=PBj would be reduced to that there is a pair of 
words having similar semantics in PAi and PBj. 

3.2.4 Calculating the semantic similarity of the 
whole sentence. 

When the semantic similarity of the trunk and all 
the segments had been calculated, the semantic 
similarity of the whole sentence could be calculated 
by formula 9: 

n

1
2 SA SB 1 SA SB Ai BiSim(L ,L )F ( , )= *F ( , ) *C C C C

i
α β

=
∑+     (9) 

α , β are the weight coefficient, α + β =1. 

4. EXPERIMENTAL RESULTS AND 
ANALYSIS 

 

When we calculated the semantic similarity 
between two words we used Wordnet as the lexical 
semantics library, we selected 50 pairs of sentences 
as raw data for experiment; for each pair of 

sentences, set one sentence as CSA, the other 
sentence as CSB; and a threshold need be selected to 
determining right and wrong. 

The value of α and β   would have a great 
influence on the results, and they should be 
determined by experiments. So we set 11 groups 
values of α and β  in the experiment. 

In addition to this, we also made comparative 
experiments for the following two situations: 

Situation 1: for each segment L between S,V,O, 
L was not divided into smaller segments; 

Situation 2: for each segment L between S,V,O, 
L was divided into smaller segments; 

The experimental results were shown in table 2, 
and the relations between α  and the correct rates 
were shown in Figure 5. 

 
Table 2: The Results For The 11 Groups Values Of α And β  In The Experiment 

Threshold Situation Correct 
Totol=50 

α =0 
β =1 

α =0.1 
β =0.9 

α =0.2 
β =0.8 

α =0.3 
β =0.7 

α =0.4 
β =0.6 

α =0.5 
β =0.5 

α =0.6 
β =0.4 

α =0.7 
β =0.3 

α =0.8 
β =0.2 

α =0.9 
β =0.1 

α =1 
β =0 

0.7 

not 
divided 

number 10 16 20 23 27 31 34 34 28 23 18 
rate 20% 32% 40% 46% 54% 62% 68% 68% 56% 46% 36% 

divided number 11 19 25 30 33 36 43 44 41 34 26 
rate 22% 38% 50% 60% 66% 72% 86% 88% 82% 68% 52% 

0.5 

not 
divided 

number 10 16 20 23 27 31 34 34 28 23 18 
rate 20% 32% 40% 46% 54% 62% 68% 68% 56% 46% 36% 

divided number 11 19 25 30 33 36 43 44 41 34 26 
rate 22% 38% 50% 60% 66% 72% 86% 88% 82% 68% 52% 

0..3 

not 
divided 

number 10 16 20 23 27 31 34 34 28 23 18 
rate 20% 32% 40% 46% 54% 62% 68% 68% 56% 46% 36% 

divided number 11 19 25 30 33 36 43 44 41 34 26 
rate 22% 38% 50% 60% 66% 72% 86% 88% 82% 68% 52% 

 
Figure 5. The Relations Between α  And The Correct Rates 
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It can be seen from the experimental results: 

I. The smaller threshold was chosen, the more 
similar sentences could be got; which is easy to 
understand according to the logic; 

II. The trunk of the sentence is more important 
than any segments when calculating the semantic 
similarity. If the weight coefficient α  of the trunk 
is between 0.6 and 0.8, the correct rate would be 
max. 

III. For each segment L between S, V, O, if L 
was divided into shorter segments, the more 
accurate results could be achieved. 

5. CONCLUSION 
 

When calculating the sentence semantic 
similarity, if the sentence was divided into the trunk 
segment and the other segments and calculating the 
semantic similarity respectively, the more accurate 
results could be achieved and the calculating 
process would more fit to the semantic logic in the 
sentence. However, the relationship between the 
sentence length and results was not discussed, 
which would be the content of the far research.  
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