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ABSTRACT 
 

In the star identification algorithms based on the inter-star angular distances, more dimensions of the star 
patterns are adopted to get high rate of success. However, it spends more time for star identification process. 
To speed up the star identification process while keeping high rate of success, a new stellate pattern 
composed of all of the stars in the star image is proposed. So the pattern is characterized of maximal 
dimension. Then a polar grid algorithm is adopted to avoid spending much time in the identification process. 
The simulations demonstrate that the algorithm is superior to the original grid algorithms and the triangle 
algorithms in rate of success, robustness to noises, computing cost and memory required. 
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1. INTRODUCTION  
 

As one of the key technologies of the star sensor, 
star identification has been widely studied for 
decades and various star identification algorithms 
have been proposed and verified[1,2,3]. 
Theoretically, the star identification algorithms can 
be divided into two classes of methods: the 
subgraph isomorphism methods and the pattern 
recognition methods[4]. The subgraph isomorphism 
methods employ the star-pair angular distances for 
star recognition, such as the polygon match 
algorithms, the triangle algorithms and the match 
group algorithms[5,6,7]. To increase the rate of 
success, more stars are participated in identification 
process to increase the dimension of the patterns 
and eliminate the similar matches. Whereas 
increasing the dimension of the pattern causes the 
inflation of the pattern database and delays the 
whole process of the star identification algorithm. 
The other class of star identification algorithms 
implements star identification in terms of pattern 
recognition or best match, including the grid 
algorithms, neural network algorithms and other 
algorithms[8,9,10,11,12,13]. These algorithms 
associate each star with a pattern or signature 

determined by its surrounding stars in the 
FOV(field of view) of the star sensor. Then the star 
identification process can be treated as finding the 
closest match between the observed patterns and 
the database patterns. It is observed that the pattern 
recognition algorithms perform better than the 
subgraph isomorphism algorithms in redundant and 
false matches. The most representative algorithm in 
this class is the grid algorithm[8]. Compared with 
the other algorithms, the grid algorithm is an 
excellent algorithm with higher identification rate 
and smaller memory requirement, as well as it is 
computationally efficient[9]. However, the 
algorithm needs to find the closest neighboring star 
of the reference star to generate a star pattern. As 
many fixed stars are variable in visual brightness 
and the noises exist in measurement, the 
identification probability for the closest 
neighboring star is comparatively low. That leads to 
misidentifications and identification failure 
thereafter.  

To improve the rate of success and speed up the 
star identification process, a new star identification 
algorithm, called stellate algorithm is proposed in 
this paper. A stellate pattern comprised of all of the 
stars in the star image is introduced to get a 
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maximum pattern dimension, and the pattern is 
equivalent to the subgraph isomorphism patterns 
geometrically. To speed up the star identification 
process, a polar grid algorithm is adopted to avoid 
floating point calculation in comparing the inter-star 
angles in the pattern database and those in the star 
image. The algorithm synthesizes the advantages of 
the subgraph isomorphism algorithms and the grid 
algorithms, and can be used both in lost-in-space 
mode and tracking mode. The simulations 
demonstrate that the algorithm is superior in 
computing cost and rate of success to the grid 
algorithms and the triangle algorithms. 

2. THE STELLATE PATTERN FOR STAR 
IDENTIFICATION 

 
As described in the first section, in the subgraph 

isomorphism algorithms such as the triangle 
algorithms and the polygon algorithms, the angular 
distances are employed for star recognition. In the 
algorithms, two stars make up a star pair, and the 
angle between the two stars is called the angular 
separation or angular distance of the star pair. In the 
subgraph isomorphism algorithms, the angular 
separations between the star pairs in the star image 
are computed and compared with those stored in 
the pattern database. If the differences are within an 
error bound on the expected errors, the angular 
distance patterns are considered matched and the 
stars made up of the star pairs can be recognized. 
Then the dimension of the pattern is determined by 
the number of stars comprising the pattern. For 
instance, when the pattern is comprised of three 
angular distances between the three stars, the 
algorithm is called a triangle algorithm and the 
dimension of the pattern is three, as shown in Fig. 1. 
As is known that, the higher the dimension of the 
pattern is, the higher rate of success the algorithm 
gets. Accordingly, a fourth star or more stars can be 
used to compose more inter-star angular features to 
eliminate the approximate matches and thus 
improve the rate of success. That yields the polygon 
algorithms and the pyramid algorithms. However, 
as the dimension of the pattern increases, the speed 
of the algorithm is delayed. 

 
Figure 1: The Triangle Pattern 

To use the information of the distribution of the 
stars, we propose a stellate pattern. In the proposed 
pattern, a pivot star S is translated into the center of 
the FOV, as shown in Fig.2.  Then the lines 
connected the star S and the surrounding stars, 
along with the angles between the two lines, 
determine a triangle. Thus the angular distances 
between the star S and the neighbor stars and the 
angles between the lines can be efficient for star 
identification. When more stars are to be identified, 
the patterns can be denoted by the angular distances 
and the angles between the lines. The lengths of the 
lines can denote the angular distances between the 
star S and the surrounding stars, and the angles 
between the lines can represent the distribution of 
the stars surrounding the star S. Then we can get a 
stellate pattern comprised of a star in the center, the 
angular distances between the surrounding stars and 
the angles between the lines. In symmetric, the 
stellate pattern can be converted to the polygon 
patterns, and vice versa. When there are only two 
neighbor stars, the proposed pattern is equivalent to 
the triangular patterns. As the relative positions of 
the stars in the star image are firm, the stellate 
pattern is of invariance of transmission and  
rotation, so it is suitable for star identification. 
Compared with the subgraph isomorphism patterns, 
the stellate pattern is superior in the dimension of 
the pattern, then it is potential to get higher rate of 
success and lower rate of misidentification. 

 
Figure 2:  The Stellate Pattern Is Equivalent To The 

Polygon Patterns Geometrically. 
 
3. STAR IDENTIFICATION 
 

As the number of the stars to be identified in the 
stellate pattern is bigger than those of the polygon 
patterns, the number of the star pairs among the 
stars is relatively huge. If the angular separations 
and the angles between the lines are used as pattern 
features, the identification process involves too 
much floating point calculation. Then the algorithm 
will be slowed. The other algorithms such as the 
main-star algorithms are also computational heavily, 
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low speed and subject to the star magnitudes. As 
the grid algorithm does not involve floating point 
calculation, it is characterized of high speed and 
robustness. In our former work, a polar coordinate 
system based grid algorithm is used to speed up the 
star identification process[14]. As shown in Fig.3, 
if a pivot star is located in the origin of the polar 
coordinate frame, the stellate pattern can be denoted 
by the polar grid. Then the polar grid algorithm can 
be used to identify the stellate patterns without 
floating point calculation. 

 
Figure 3:  The Stellate Pattern Can Be Denoted By The 

Polar Grid 

3.1 Pattern Generation 
As described in document[14], the first step of 

the algorithm is to generate the  patterns. To use the 
polar grid algorithms, the pivot star must be located 
exactly at the origin of the coordinate frame. As the 
locations of the stars in a star image are extracted 
and the centroids are calculated, the star nearest the 
center of the FOV is chosen as the pivot star S. A 
round neighbor area of the pivot star S is generated 
in the new polar coordinate system, with the radius 
of the round area covering all the stars in the FOV 
of the star sensor. Then the polar grids are 
partitioned by a mean radial angle and a mean 
angular distance. The positions of the stars in the 
star image are translated to a polar coordinate frame 
in which the pivot star is located in the exact origin 
of the frame. Then the stellate pattern can be 
described by the coordinates of the stars, as shown 
in Fig.3. To reduce the computational burden with 
the trigonometric computings, a lookup table(LT) is 
used to map the coordinates of the stars in the 
planar image frame to the polar coordinate system. 
Then the radial and angular vectors of the star 
image can be got. 

To generate the radial-feature pattern, the round 
neighbor area of the star S is evenly partition into N 
ring strips, where each ring strip represents a 
determined angular distance. The number N is 
determined by the location of the star S in the star 
image. Normally it is equal to the largest number of 
ring strip where there is at least one star within the 

ring strip. Therefore the radial pattern of the star S 
can be determined by a radial vector ( )rpat S , 

1 2
( ) ( , , ..., )

r N
pat S B B B=                 (1) 

Where 

 
i-1 i

1, if there is at least a star between the radial

    grid and ;

0, else.

i
B ϕ ϕ

  

=   

  






  (2) 

As for the angular-feature pattern, the round 
neighbor area of the pivot star S is evenly 
partitioned into m angular sectors, with each sector 
representing a determined angular distance in the 
angular direction. Then an angular vector 

1 2
( , , ..., )

m
v A A A=  can be obtained from the 
neighbor stars’ distribution in the angular sectors in 
an anticlockwise direction, where  

i-1 i

1, if there is at least one star between the 

    angle grid and ;

0, else.

i
A θ θ

  

=   

  






     (3) 

When two or more stars lie in the same sector, 
the corresponding bit of this sector is set to 1 just 
like the situation that only one star lies in the sector. 
Shift v  to the left circularly to find the maximum 
value formed by v where each 

i
A  is treated as a bit 

sequentially. As a result, the maximum value is 
defined as the angular pattern of the star S. For 
instances, when the angular vector includes 8 bits 
and there is only one star within the round area, the 
angular pattern of the star, ( ) 128

a
pat S = . 

Especially when there is no neighbor star within the 
round neighbor, ( ) 0

a
pat S = .  

3.2 Pattern Matching 
The catalog radial pattern database is generated 

just as the process of generating the sensor radial 
pattern. To be compatible with the unusual 
conditions that the reference star is near the brim of 
the FOV, the number of N in generating the catalog 
radial patterns is so set that the radius of the round 
area is twice the size of the FOV, i.e. N=100×θ 
where θ is the angle of the FOV in degree. 
Therefore the number of the bits in a catalog radial 
pattern is larger than that in a sensor radial pattern. 
Accordingly, in the radial pattern matching process, 
when the numbers of the catalog radial pattern is 
longer than that of the sensor radial pattern, the 
extra bits are neglected. 

To speed up the pattern recognition process, a 
counter is used to represent the likeness between 
the observed sensor patterns and the catalog 
patterns. For every catalog radial pattern, if 
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any
i

B =1 is true both in the sensor pattern and in 
the catalog pattern, the likeness counter plus one. 
The counter remains invariable whenever 

i
B =0 or 

the responding iB  in the sensor pattern is not as 
same as that in the catalog pattern. The star with the 
highest counter value is considered as the candidate 
star. In the same way, for every angular pattern in 
the catalog, if any bit equals to one both in the 
sensor angular pattern and in the catalog angular 
pattern, the likeness counter plus one. As the 
angular distribution of the neighbor stars is 
invariant of rotation, the sensor angular pattern is 
shifted circularly till a maximal likeness counter 
value is gotten. And the star with the highest 
counter value is considered as the coarsely-matched 
star. Then the angular separations among the stars 
are computed to make sure exactly which star is in 
the FOV. 
3.3 Star Identification 

The star identification process adopts the 
advantages of the grid algorithms. The algorithm 
includes the steps as follows:  

(1) Pivot star selection and coordinate frame 
building 

Choose a brightest star S near the center of the 
FOV as the pivot star and the polar origin, then a 
polar coordinate frame is built around the pivot star 
S.  

(2) Pattern generation and pattern matching 
A round area around the star S is generated and 

partitioned into N ring strips and m angular sectors, 
as described above. The sensor radial pattern is 
generated and matched with the patterns in the 
pattern database. If there is only one candidate star, 
the identification process is complete. The 
candidate star is considered as the coarsely-matched 
star, and the algorithm goes to next step. Otherwise, 
if there are more than one candidate stars, the 
angular pattern is generated and matched. 

(3) Angular separation verification 
If there is only one coarsely-matched star, the 

angular separations between the neighbor stars and 
the pivot star are computed and checked with the 
angular separations in the catalog to distinguish 
each star. If there is more than one coarsely-
matched star, the angular separations among the 
neighbor stars are computed to eliminate the false 
coarse matches. Then the angular separations 
between the neighbor stars and the pivot star are 
computed and checked to distinguish each star. 
 
4. THE SIMULATIONS 
 

To evaluate the performance of the proposed 

algorithm, simulations are conducted on the virtual 
photos taken on the full celestial sphere, with 
various noises inserted into the stars in the virtual 
star images. The algorithm is compared with the 
triangle algorithm and the original grid algorithm 
in[8] under the same condition. The FOV of the star 
sensor used for simulation is 18°×18°, with the star 
image resolution of 1024 ×1024 pixels. The stars 
brighter than 6.0Mv are selected as the potential 
pivot stars. For the proposed algorithm, the radial 
angular distance between the ring strips is set to 
0.01°and the radius for pattern generation is 10°.  
All the algorithms are performed in a PC with the 
processor Intel Pentium (R) 1.6G.  
(1) Simulation with position errors 

To evaluate the rate of success of the algorithms 
in various position errors, random white noise is 
inserted to the positions of the stars in the star 
images, with the mean zero and the standard 
deviation from 0.1 pixels to 0.7 pixels. The rates of 
success of the three algorithms with various noises 
are listed in table 1. As shown in table 1, when the 
noise of the position rises, the rate of success in the 
proposed algorithm keeps high, and that of the 
reference algorithms decrease. That means that the 
algorithm is robust to the position noise. 

Table 1: Rate of Success In Various Position Errors 

Position 
error(Pixel) 

Rate of successful identification(%) 
The 
origina
l alg. 

Triangle 
alg. 

Proposed 
alg. 

0 100% 99.20% 100% 

0.1 99.87% 98.52% 100% 

0.2 99.35% 98.34% 100% 

0.3 98.76% 98.25% 100% 

0.4 98.45% 98.16% 100% 

0.5 98.16% 98.01% 100% 

0.6 97.85% 97.72% 100% 

0.7 97.23% 94.32% 100% 

(2) Simulations with magnitude errors 
As in the star sensor, the noises exist in the 

position as well as in the star magnitude. In 
simulation, the noise of the position is set to 0.4 
pixels when the influence of the noise in the star 
magnitude to the algorithm is evaluated. The result 
is listed in table 2.  
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Table 2: Rate of Success In Various Magnitude Errors 

Magnitu
de  error 

(Mv) 

Rate of successful identification(%) 
Original 

grid alg. 
Triangle 

alg. 
Proposed 

alg. 
0 98.45% 98.27% 100% 

0.5 98.15% 95.32% 100% 

1.5 94.42% 94.74% 99.87% 

2.0 91.28% 92.72% 99.51% 

2.5 84.23% 89.42% 99.14% 

As shown in table 2, when the star magnitude 
noise rises, the rates of success of all the three 
algorithms decrease. For the noises in star 
magnitude affect the selection of the  neighbor stars, 
they affect the performance of the algorithm. As the 
noise cannot change the distribution of the stars in 
the star image, the noise have little effect on the 
proposed algorithm and the triangle algorithm. 
(3) Simulations with false star existence 

As is known, the stars extracted from the star 
image may not be accordance to those in the real 
FOV. The faint stars may not be extracted and 
some noise and objects maybe extracted as a star. 
That cause false stars and lost stars. If the number 
of the stars in the FOV is enough, the lost stars may 
not be important. But the  false stars may affect the 
performance of the identification algorithm. 

To evaluate the influence of the false stars on the 
rate of success of the algorithm, random false stars 
are inserted to the star images. The star magnitudes 
of the false stars are set to 5.0Mv. The influence of 
the number of false stars on the rate of success is 
listed in table 3. In the table, the false stars have 
effect on the triangular algorithm, for the dimension 
of the algorithm is lower, and the false stars result 
in false angular distances which lead to 
identification failure or false identification. 
However, the proposed algorithm and the original 
grid algorithm are robust to the false stars. For all 
the stars in the FOV take part in the identification 
process, the dimension of the pattern is high. 

Table 3: Rate of Success With False Stars 

Number 
of  false 

stars 

Rate of successful identification(%) 
Original 

grid 
alg. 

Triangle 
alg. 

Proposed 
alg. 

0 99.77% 99.20% 100% 

1 99.75% 97.23% 100% 

3 99.57% 94.55% 99.97% 

5 99.68% 90.16% 99.71% 

7 98.87% 84.94% 99.84% 

(4) Simulations with the number of stars 
As described above, all the stars are involved in 

the star identification process in the proposed 
algorithm, so the pattern has a maximum dimension. 
However, as the distribution of the fixed stars in the 
real sky is not uniform. In some directions, the 
number of the stars in the FOV is small, which 
must affect the performance of the algorithm.  

To analyze the influence of the number of the 
guide star, the FOV of the star sensor used for 
simulation is changed to 10º×10º, the random 
position noise and false star is injected to the star 
image. The rate of success for the algorithm is 
listed in table 4. As in table 4, when the number of 
the stars reduces to lower than 10, the rate of 
success of the algorithm proposed and the original 
grid algorithm decrease, but it has no effect on the 
triangle algorithm. That means that, when the 
number of the stars decrease, the grid algorithms no 
longer have the dimensional advantage, then the 
approximate matches cannot be eliminated. In the 
proposed algorithm, a verification process is added, 
that improves the performance in fewer stars. But it 
is interior to the triangle algorithm when the 
number of the stars is lower than 5. As shown in 
table 4, the algorithm proposed needs more than 5 
stars, requiring that the star sensor has high star 
detectability. 

Table 4: Rate of success in various star numbers 

Number 
of the 
stars 

Rate of successful 
identification(%) 

Original 
grid 
alg. 

Triangle 
alg. 

Proposed 
alg. 

3 0 90.2% 78.3% 
4 8.3% 94.5% 89.2% 
5 25.3% 93.1% 98.3% 
6 47.4% 95.9% 98.6% 
7 94.5% 98.7% 99.1% 
8 96.1% 98.3% 99.3% 
9 98.4% 99.5% 99.7% 
≥10 99.7% 98.8% 100% 

 
 
5. DISCUSSION AND ANALYSIS 
 
5.1 Analysis of The Memory and 

Computational Requirement 
The memory used for star identification algorithm 

is mainly for storing the catalog patterns. As in the 
triangle algorithm, a triangular pattern can be 
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composed with 3 angular separations. Then  if there 

are N stars in the star image, there may be 3
N

C  
patterns. As the angular separations are denoted by 
double floating point data, the memory required for 
storing the optimized catalog patterns of the triangle 
algorithm used in simulation is about 1MB.  

As in the proposed algorithm and in the grid 
algorithms, there is only one pattern for a pivot  star. 
The pattern numbers in the algorithm is equal to the 
number of the guide stars. The memory for storing the 
catalog patterns is proportional to the number of the 
stars and the memory for a single pattern. As 
mentioned above, the memory needed for a single 
pattern is determined by the size of the grid. The 
smaller the grid is, the larger the memory is. For the 
original grid algorithm, a single pattern need   

8
pixel pixel

N N
M

d d

×
=

× ×
 bytes to store the pattern, where 

pixel pixel
N N×  is the resolution of the star image, 
d d× is the grid size. Comparably, in the proposed 
algorithm, the memory for a single pattern is 

8

R
M

δ
=

×
+1 bytes, where R is the diameter for 

round area in angular degree and δ is the grid size. As 
the patterns in the grid algorithms can be 
suppressed by using character suppressing methods, 
the memory required for grid algorithms can be 
reduced. In the proposed algorithm, the round area 
is 10°, and the grid size is 0.01°. The memory needed 
is about 235KB. Comparably, the memory required 
for the original grid algorithm with grid size 20×20 is 
about 140KB. The algorithm proposed needs more 
memory than the original grid algorithm. 

As for the computational load for the algorithm, 
the patterns used in the  proposed algorithm and the 
original grid algorithm are denoted by binary 
vectors. Then the computation in the star 
identification process can be simplified to logical 
computations. So they are characterized of simple 
computation. As is known, in the angular separation 
based algorithms, each angular separation 
comparison involves a float point addition 
computation. Thus a single pattern matching 
process needs several floating point calculations, 
which are more than that needed for the algorithm 
proposed. Moreover, the number of the patterns in 
the proposed algorithm is equal to the number of 
the pivot stars, while the patterns in the angular 
separation based algorithms are comprised of 
several stars. Thus the number of the proposed 
patterns in the proposed algorithm is less than that 
of the angular separation based algorithms. 

Therefore, the matching times in the proposed 
algorithm are less than those of the triangle 
algorithm. Time spent in the algorithms used in the 
simulations is listed in table3.5. Where the position 
errors are within 0.4pixel, and the star magnitude 
errors are within 0.5Mv. As in table 5, the proposed 
algorithm is characterized of high speed. 

Table 5: Average Time The Algorithms Spend 
average time spent (ms) 

Original grid 
alg. Triangle alg. Proposed alg. 

14.52ms 21.70ms 9.31ms 
 

5.2 Discussion of The Algorithm 
As described in section 3, the pattern in the 

proposed algorithm can be denoted by the pivot star 
in the center of the grid. The algorithm can be used 
in tracking mode, as well as in lost-in-space mode. 
When the star sensor is working in tracking mode, 
the initial boresight of the star sensor is known. 
Then the potential stars in the FOV of the star 
sensor can be determined within a limited spatial 
area. Then the pattern can be compared with a 
limited numbers of stars in the database. Then the 
time costing is reduced. 

As the simulations demonstrate, the algorithm is 
characterized of high rate of success, high speed, 
smaller memory requirement and robustness to the 
noises and errors. Moreover, as more stars in the 
star image are recognized in the algorithm, it is 
beneficial to the precision of the attitude 
computations.   

 
6. CONCLUSIONS 
 

A stellate star identification algorithm is 
proposed to enhance the rate of success and the 
speed of the star identification process. The 
algorithm adopts a stellate pattern comprised of  all 
of the stars in the star image. The pattern is 
equivalent to the subgraph isomorphism patterns 
geometrically, but it has maximal dimensions. To 
speed up the star identification process, a polar grid 
algorithm is adopted to avoid floating point 
calculation in comparing the inter-star angles in the 
pattern database and those in the star image. The 
algorithm synthesizes the advantages of the 
subgraph isomorphism algorithms and the grid 
algorithms, and can be used in the lost-in-space 
mode and in the tracking mode. The simulations 
demonstrate that the algorithm is superior in 
computational efficiency and identification rate to 
the original grid algorithms and the triangle 
algorithms. 
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