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ABSTRACT 

 
 Inappropriate probabilistic model in the Estimation of Distribution Algorithm will reduce the quality of the 
solution, so goodness of fit test is introduced into Estimation of Distribution Algorithm to improve it.  By 
means of test to select more suitable copula function under the statistical significance, that is to  select  more 
appropriate probability model  under the statistical significance  to solve the optimization problem. This 
modified Estimation of Distribution Algorithm improves the performance of the algorithm. The 
experimental results show the effectiveness of the proposed algorithm. 
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1. INTRODUCTION 
 

Estimation of Distribution Algorithm (EDA) is 
an emerging theory in the field of evolutionary 
computation, which researches how to construct an 
appropriate multivariate joint distribution function.  
It is developed on the basis of the Genetic 
Algorithm.  It creates a model  of  the probability 
distribution of the individuals in the solution space 
by means of  statistical learning , then  samples  
randomly  according  to  the probability model to 
produce  new population, and achieves finally the 
evolution of the population.  With the rapid 
development of computer technology and 
information technology and with the more mature 
of the marginal distribution modeling problems, 
there will be more progress in this area in future [6, 

13]. 

Estimation of Distribution Algorithm is mainly 
concentrated in the following areas: (1) Parallel 
Algorithm,  that is the way  of  the  use  of 
parallelism in  the  modeling  stage;  (2) the 
combination  of  Estimation  of  Distribution 
Algorithm and other optimization algorithms; (3) 
the increase in the  population  diversity;  (4) the 
theoretical research of Estimation of Distribution 
Algorithm, including its convergence  analysis, 
time and  space complexity analysis;  (5) the 

application  of  Estimation  of  Distribution 
Algorithm.  

Estimation of Distribution Algorithm is mainly 
divided  into three categories: (1) Variables are 
mutually independent, UMDAc [12] and PBILc [14],  
which are represented ,  describe the probability 
model by using the normal distribution; (2) 
Variables are  pair-wise correlations, MIMICc  is 
one of the typical algorithms  of  Estimation of 
Distribution Algorithm, whose  probabilistic model 
for each pair of variables  is described   by   two-
dimensional   normal distribution;  (3) Multiple 
variables are related, EGNA Algorithm is an 
Estimation of Distribution Algorithm based on a 
normal  probability  plot, MOA  Algorithm [15]  is  
an  Estimation  of Distribution Algorithm based on  
local Markov property , which samples under the 
undirected graph’s  local conditional probability.  
Zhong Weicai  who  proposed  an  Estimation  of 
Distribution  Algorithm [10]   in  2005,   its 
probability model is described  by the  general 
structure Gauss network, its advantage is without 
learning network structure and calculating  the 
conditional probability density. 

Wang Lifang and Zeng Jianchao proposed an 
Estimation of Distribution Algorithm based on the 
copula theory (cEDA) [6] in 2009, its research 
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object is binary copula function; its marginal 
distribution is Gaussian distribution. Zhang 
Jianhua, Zeng Jianchao proposed an Estimation of 
Distribution Algorithm Based on Sequential 
Importance Sampling [11] in 2010. 

 In fact, with the increase of the complexity of 
the problem involved, it is difficult to establish the 
precise probability model, but the inappropriate 
probability model will reduce the quality of the 
solution. It will inevitably become the bottleneck 
of the development of Estimation of Distribution 
Algorithm. 

 The paper is organized as follows. Section 2 
provides a brief review on copula Estimation of 
Distribution Algorithm. Section 3 introduces the 
test algorithm. In section 3 we present a new 
algorithm. Section 4 conducts testing and analysis 
of the algorithm performance. Section 5 contains 
some concluding remarks. 

2. COPULA ESTIMATION OF 
DISTRIBUTION ALGORITHM  

 
In the copula theory, multivariate joint 

distribution can be broken down into two parts: (1) 
each variable marginal distribution function, (2) a 
copula function. Copula function is a multivariable  
function, in which each independent variable is in 
the range of [0, 1]. With the copula theory we  can 
study marginal distribution  and  the  correlation  
structure separately,  and can  choose  the right 
distribution according to  the  actual  situation.  
Copula function can completely describe the 
correlation between variables and can be used to 
construct more realistic multivariate probability 
distribution.  

At the same time, in the course of the study we 
found the need for further research:  in the 
Estimation  of  Distribution Algorithm  of 
Archimedean  copula,  to what  extent the 
parameter of the function affects the algorithm, as 
well  as  how  to  determine the appropriate 
parameter and appropriate copula function. The 
copula function affects the variable structure, and 
the parameter of the copula affects the variable 
structure, also affects the degree of fit between the 
actual probability distribution model and the 
estimated probability distribution model, and has 
an impact on algorithm performance further. 

 

 

3. TEST ALGORITHM 
 

To establish a probabilistic model of the 
solution space is the key in the Estimation of 
Distribution Algorithm.  How to select a better 
model is very important to descripting the solution 
space appropriately. First, the optimization of 
Estimation of Distribution Algorithm is the high 
dimensional complex optimization problems of 
continuous domain. Accurate estimate  of  the 
probability distribution model, and macro control  
of  the evolution  of  the population   can   improve   
the  algorithm performance; Second,  this is 
directly related to sampling according to  the  
probability model selected, a suitable distribution 
should be easily sampled; Third, different 
algorithms are different in the optimization  of  the 
same standard test function. The difference has a 
certain relationship with goodness-of-fit  between 
the probability model established and  the  actual 
probability model; Fourth,  if the  selected 
probability model can accurately describe  the  
distribution  of  the solution space, the 
convergence of the algorithm can be certified. 

Theoretically,  for  Estimation  of  Distribution 
Algorithm of infinite  population size,  if the 
probability model can  accurately  reflect  the 
distribution  of  the selected  population,   then 
Estimation of Distribution Algorithm is global of 
convergence [9] under  the three  operators  of the 
proportional selection,  truncation selection, and 
two individual tournament selection. 

This section proposes a copula Estimation of 
Distribution Algorithm based on the test of Sn (Sn-
EDA).  The probability model of the algorithm is 
to select the most suitable from the multiple 
alternative probability models. We create multiple 
alternative models first, then construct statistic Sn 
relying on the amount of structure of statistical test, 
finally select a more accurate reflection of the 
probability model of the selected population under 
the test of Sn.  In the algorithm, we get next 
generation population according to the selected 
probability model above. We first get a population 
by sampling from the selected probability model, 
then we add some better individuals into the 
population according to the fitness values and add 
some mutation individuals into the population 
according to adaptive mutation operator, at last we 
consider the updated population as next generation 
population. 
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Sn-EDA algorithm steps: 
(1) Select k copula functions f1, …, fk as the 

research object, and these  parameter values are t1, 
..., tk; 

(2)  Initialization, that is to sample randomly 
in accordance with the uniform  distribution  to 
produce n individuals  as the initial population and 
to determine the selectivity a and the mutation rate 
b; 

(3) According to the fitness values, choose a 
* n individuals as a  dominant  population, and 
estimate the  parameter values t1, ..., tk; 

(4) In each generation evolution,  sample 
from each  copula  function, then k  alternative 
populations are obtained;   

(5) Construct  the  statistic  Sn, and  select  a 
relatively better structure from the  alternative 
populations as a new population  under goodness 
of fit test;  

(6) Sample  b* n   individuals according with 
adaptive mutation operator , and add them  into the 
new population  as a mutation population;  

(7) According to the fitness values, add M 
better individuals into the new population,  
considering this new population as  a  next 
generation population; 

(8) If the algorithm termination condition is 
met, then the best fitness value of the individual is 
obtained; otherwise, turn to step 3 to continue. 

4. TESTING AND ANALYSIS OF THE 
ALGORITHM PERFORMANCE  

 
Under the overall framework of copula 

Estimation of Distribution Algorithm, clayton 
copula, gumbel copula, and frank copula are 
selected, and the marginal distribution function is 
normal distribution function. The optimization 
effect is researched based on the above algorithm. 

Selection of the six test functions [5]:  
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The parameter settings of 6 testing function are 
the same as the literature [6]: its population size is 
2000, and its dimensions are 10, the test 
environment is in large samples and for small 
dimensions. In the choice of the dominant 
population, we select a part with truncation 
selection, we select another part with roulette-
wheel selection, and the selection rate is 0.5. The 
maximum number  of evaluation of the algorithm 
is 300,000 times, in addition we adopt  the  elitist  
strategy,  every generation keeps  1%  of  the 
outstanding  individuals  in  the preceding 
generation. Adaptive mutation operator is added 
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into the EDA, whose mutation rate is 0.05.  
Algorithm stopping criteria: (1) The results of the 
algorithm evolutionary with 25 consecutive 
generations are less than 1e-6; (2) Find the optimal 
value; (3) Maximum number of evaluation reaches 
to 300,000. To meet any one of three criteria, the 
algorithm is stopped. In this environment, each 
function independently runs 50 times and the 
results are as follows, in Table 1. The first two 
algorithm results are taken from the literature [6]. 

Table 1: Performance Comparison Of Clayton, Gumbel 
And Sn-EDA 

Test 
Function 

Algorithm Mean 
Mean 
Square 

Deviation 

 
Rosenbrock 

Clayton 8.3632e+000 
 
6.07e-001 

Gumbel 6.6217e+000 
 

8.46e-002 

Sn-EDA 6.5402e+000 
 

7.29e-002 

Sumcan 

Clayton -
9.7367e+004 

 
3.59e+003 

Gumbel -
9.0714e+004 

 
4.25e+003 

Sn-EDA -
9.9828e+004 

 
2.55e+002 

 
Sphere 

Clayton 1.3148e-007 
 

1.45e-007 

Gumbel 3.5937e-009 
 

1.94e-009 

Sn-EDA 1.2174e-009 
 

1.78e-009 

Schwefel 
2.22 

Clayton 3.0853e-005 
 

1.22e-005 

Gumbel 1.4652e-007 
 

7.19e-008 

Sn-EDA 4.9335e-008 
 

1.97e-008 

Rastrigin 

Clayton 6.9989e-008 
 

7.89e-008 

Gumbel 5.4907e-009 
 

3.23e-009 

Sn-EDA 9.5183e-009 
 

2.01e-008 

Griewank 

Clayton 3.6409e-007 
 

3.29e-007 

Gumbel 9.4770e-009 
 

6.43e-009 

Sn-EDA 5.5049e-010 
 

3.88e-010 

 
As can be seen from Table 1, except for the fifth 

test function, Sn-EDA algorithm is better than 

copula Estimation of Distribution Algorithm, has a 
better performance in the optimization results. 

For the  rosenbrock  function,  three algorithms 
converge to a local optimal solution, three 
algorithms achieve maximum evolution of the 
number of times;  for  the sumcan function, three 
algorithms  achieve  maximum evolution of the 
number of  times,  Sn-EDA is closer to the global 
optimal  solution;  for the remaining  four  test  
functions,  the  three algorithms converge  to  the 
global  optimal solution, Sn-EDA has  the highest  
accuracy. 

5. CONCLUSIONS 
 

In this paper we propose a copula Estimation of 
Distribution Algorithm based on the test of Sn. 
This Algorithm is introduced to exploit 
multivariate numeric optimization problem. In 
Estimation of Distribution Algorithm, to establish 
a probabilistic model of the solution space is the 
key. By means of test we select more appropriate 
probability model under the statistical significance 
to solve the optimization problem. We compare the 
new algorithm with the Archimedean copula 
EDAs. The results from Table 1 clearly 
demonstrate the advantages of the new Algorithm.  

 The results from Table 1 are obtained based on 
the Archimedean Copulae, so a great challenge 
would be to try to implement the tests based on 
copulae other than Archimedean Copulae; a 
greater challenge would be to try to implement the 
tests in small samples and for large dimensions.   
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