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ABSTRACT 
 

The proposed framework for agent based feature selection and classification system works with the help of 
software agents. These agents are rule based and are able to guide the user in feature selection and 
classification. With number of feature selection and classification algorithms available the   framework 
paves way for an integrated approach in feature selection and classification. Initial results with partially 
implemented system prove to be promising in the field of machine learning. The algorithm was used on a 
live web site data for   three years and the results were mined using the framework. The results give hope to 
show that agent based decision making can be very useful for persons who do not have idea of mining but 
are decision makers. 
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1. INTRODUCTION 

When faced with a new problem or situation, 
people study past experiences and reuse those 
experiences   to take a decision [1][2]. Software 
agents are programs that work on behalf of user to 
take action [3]. Software agents can capture the 
experience of a user and propagate that to a 
novice user. This has been tried in web       
mining applications [4][5][6], robot  control[7], 
travelling[8], agriculture[9]  etc.  

Data mining is the process of finding novel, 
useful patterns from available data.[10]. An 
automated data mining framework helps in aiding 
the user to automatically collect data from various 
sources, preprocess, select appropriate features 
and classify data. The software agent helps to 
store user navigation pattern (the selection of 
parameters, techniques) and help novice user to 
use the framework successfully. An agent can 
work as a collector, pre processor [11] and 
classifier [12], recommending assistant [13][14]  
to a user. Mining is accomplished easily only 

when the person knows all about mining 
algorithms and seed parameters. An automated 
framework can help user or decision makers when 
they have little or no knowledge about mining 
techniques and parameters for the algorithm 
chosen.   

This paper proposes an automated framework and 
the use of software agents in assisting to select 
various features and classification algorithm to 
classify the data. The agent automatically stores 
the type of data and the algorithm used in storage 
for future reference. The following sections 
discuss the framework, feature selection and 
classification done on various data sets. This 
framework accepts and uses the skill of different 
users and stores results during each stage for 
future reference. 

2. AGENT BASED FRAMEWORK 

In the proposed agent based framework the 
software agents are used to assist a user who has 
no prior knowledge of mining techniques. Here 
the system has three agents which are used for 
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recommendation, feature selection and 
classification. In the framework the role of 
recommendation agent is a vital one. The agent 
stores previous users mining information to guide 
a user in suggesting top queries given to the 
application. When the query is selected, 
appropriate dataset is passed to the feature 
selection agent .The  role  of  feature  selection  

agent is to select relevant features from available 
dataset for classifying with maximum accuracy. 
The feature selection agent has a set of algorithms 

available which can be used for a particular data 
type in database. The results are passed to the 
classification agent. The classification agent uses 
a meta classifier such as stack generalization to 
do the classification. The data type again 
determines the classifying algorithms selected by 
the agent. The results of classification are stored 
in database to be used by recommendation agent 
at a later time.This framework has a assigned 
work for each agent described. 

 

Fig 1: Automated Framework 

A. Data Extraction  Agents 

Many framework for agents have been 
proposed [15][16] for intelligent business mining. 
In any given enterprise the type of data to be 
mined is known beforehand be it medical data, 
sales data,  

Employee data etc. In the proposed framework 
the agents collect data from different sources. For 
example most of the information is available 
online in XML format. In a distributed 
environment the data is available from different 
sources and formats like tables, HTML, emails. 

Fig 2: Framework Developed In Java For Combining Multiple XML Files 

B. Feature selection agents. 
The software agents select the features 

required for classification based on user query. 
Preprocessing is done based on the query. There 
is no intelligent method to select a required 
algorithm even though the number of available 

algorithms has increased. An  end user is not only 
required  to know the domain well   but also is 
expected understand technical details of available 
algorithms in order to make a “right” 
choice[17].Therefore, the more algorithms 
available, the more challenging it is to choose a 
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suitable one for an application. Consequently, a 
big number of algorithms are not even attempted 
in practice and only a couple of algorithms are 
always used. Therefore, there is a pressing need 
for intelligent feature selection that can 
automatically recommend the most suitable 
algorithm among many for a given application. 

Feature selection is a process that selects a subset 
of original features. An evaluation criterion is 
used   measure the optimality of a feature subset 
.As  the dimension of the domain expands the 
number of features N, will increase. Many 
problems related to feature selection have been 
shown to be NP-hard [18]. A typical feature 
selection process consists of four basic steps   
namely, subset generation, subset evaluation, 
stopping criterion, and result. Knowledge about 
mining the dataset and information regarding the 
data are two key determining factors for feature 
selection.  The knowledge factor covers purpose 
of feature selection, expected Output Type, and 
S=N Ratio—the ratio between the expected 
number of selected features S and the total 
number of original features N and Time concern. 
The data factor covers Class Information, Quality 
of data, and N=I Ratio—the ratio between the 
number of features N and the number of instances 
I and Feature Type. Given four different 
algorithms for feature selection, then selection 
can be done based on the dataset and time 
efficiency or accuracy of predictions of the 
algorithms. Algorithm1 helps to select the 
required feature selection algorithm based on 
classification accuracy. Even though initially all 
algorithms would run on the dataset,the results of  
the dataset will be stored permanently in 
database. Given n  number of feature selection 
algorithms, the job of agents is to choose an 
appropriate algorithm based on the type of 
attributes, number of attributes, classes and 
algorithms available. 

Algorithm  

Agent_FS(String[][] dataset) 

// Given N features, we have to select relevant M 
features based on M/N ratio. 

// Flag is set to 1 if same features classified 
previously as determined by Same_dataset() 
method 

// A set of algorithms is available and loaded for 
each type of data  to FS[]  array from db  

Begin 

 Step 1. If required Preprocess the dataset   //like 
cleaning and removing noise 
                 
Step 2. If (flag= Same_dataset(dataset))  goto 
             step 6   
 
Step 3. Run FS[1] and get Mbest and CPbest  // M 
and CP represent no of relevant attributes and  

//clas
sification 
accuracy 

Step 4. For  i=2 to n do   
 

a. Run FS[i] on dataset and obtain M’ 
and CP 
 

b. If M’ < Mbest &&  M’> 1  then  
 If abs( CPbest – CP) <= Θ  
//threshold level by user 

             Begin 
Mbest = M’ 
CPbest = CP 

                    end 

              endfor 
 
 Step 5.  Store the result in DB for future use and       
               goto       step 7 
 
Step 6.   For the same dataset accept relevant   
              features from recommendation agent   
              along with Mbest    and CPbest 
 
Step  7.  Return   results to classification agent. 
 

End. 

The agent can also suggest what result the 
previous selection of query prompted into 
selection of this algorithm. The knowledge factor 
discussed previously comes in handy here. The 
purpose of feature selection is previously known 
in this algorithm.  
C. Classification Agent 
The role of the classification agent is to accept 
input from feature selection agent and build a 
meta classifier using stack generalization as 
introduced by Wolpert [19]. The set of base 
classifiers are stored in database for each data 
type. As mentioned in [20] the agent loads the 
classifiers according to data type of the current 
query . A  meta classifier is added to the stack  
which classifies the dataset based on the resut of 
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base classifiers. The data set is split into two as 
training and test data. The training data is 
classified using base level classifiers. The 
predictions are performed and the results of the 
classification are stored for the meta level 
classifier to perform on the test data set.  
 

 
  

Fig 2. Learning Of Meta Classifier 
. 

The base classifier gives the classification with is 
stored along with class probability function and 
the confidence of the predictions. The confidence 
level helps the meta classifier to predict the 
correct class for the selected instance. The role of 
the classification agent is to split the dataset for 
training and test as the parameter set by user or 
predetermined minimum. The agent has to choose 
the appropriate classifiers in the database and load 
it for base and meta level. 
D. RECOMMENDATION AGENT 

The role of the recommendation agent is to store 
the selection of various items in the GUI and 
present it to user for easy navigation. The user 
may have an idea of mining algorithms or can use 
the suggestions by recommendation agent. The 
recommendation agent stores user navigation 
pattern along with selected items for future 
reference. For example if the  state space consists 
of all possible combination of navigation, then the 
job of the agent is to group all similar interest  

Table 1.   Datasets Taken For Experiment  

users and give them directions for 
recommendation. To develop mining tasks for 
navigation pattern, we need to estimate how 
similar two mining patterns are. We introduce a 

metric that estimates the similarity based on the 
total number of common categories that coexist to 
the total number of distinct categories. According 
to [21] the sequential subsequence can be 
obtained from decisive users and help the 
indecisive users. For example,  if association 
between an item-X with that of n number of other 
item. We can use this metric to identify users who 
share common navigation behaviour and search 
interests. These are people who search for new 
information in a similar way. They form the 
“decisive group”. We can use k-means algorithm 
to group similar interest users and the agent help 
the indecisive users with the clusters obtained to 
recommend popular predictions. 

3. Experiments And Results 

A. UCI Dataset  
The framework was implemented using Java. 
Initially only the work of feature selection agent 
and classification agent were conducted. Three 
datasets from UCI repository were taken for 
consideration as shown in Table 1. The data types 
chosen were nominal. A set of classifiers like 
Naïve Bayes , Decision tree and K-nearest 
neighbor were stored  in Database for nominal 
type. The result of classification run without 
feature selection is shown in Table 2. 

Table 2.  Classification Done Without Feature 
Selection 

 
Table 3:      Classification Done Using Feature 

Selection And Meta Classifier 
Dataset 

Naive 

Bayes 
C4.5 KNN MC--C4.5 

Iris(2,cfs) 96.08 96.08 96.08 96.08 

Soyabean(13,IG) .99 94.1 95.94 98.19 

Segment(7,Cfs) 83.53 95.88 92.16 96.86 

 
The feature selection agent had correlation based 
feature selection and IG as its feature selection 
algorithms. The result of feature selection agent 
was passed to classification agent and the results 
are as shown in Table 3. The result of 
classification shows a marked accuracy by using 
this method. The graph  in fig 4. show the    
mining results using feature selected meta 

Dataset Instances Attributes No. of 
classes 

Iris 150 5 3 
Soybean 683 63 19 
Segment 1500 20 7 

Dataset 
Naive 

Bayes 
C4.5 KNN METACLASSIFIER 

Iris 95.53 94.73 95.73 95.33 

Soybean 91.36 88.74 84.31 90.50 

Segment 80.17 96.79 95.25 95.69 
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classifier for iris dataset. Fig 4 shows a steep 
increase in accuracy for soyabean dataset. The 
framework was developed using Java and used 
library imports for classification algorithms. 
 

 
Fig 3: Classification Accuracy Achieved By The 

Framework 

 
Fig :4 Accuracy Improvement With FS For IRIS 

Dataset 

 
Fig 5. Soyabean Result Accuracy Improvemet 

 
B. Website Data 

Mining was done on SQL dump provided by 
online bus travel ticket booking website 
ticketgoose [22] . The results of mining for 
passengers travelled, how they came to know 
about the website, the most sought after 
destination were classified and shown fig 6,7 and 
8 respectively. 

 
Fig 6. No Of Persons Travelled Between 2007 And 

2010 
 

 
Fig 7. How Users Came To Know About Website 

 

 
Fig 8. No. Of Users Boarding In Chennai Along With 

Destination Id. 
 
Since the data was not preprocessed for empty 
values Fig. 7 shows a classification result as 
empty. In Fig 8  the source and destination places 
are marked using station-ids. The figure shows 
different destination Ids for travelers boarding in 
Chennai.  

4. DISCUSSIONS 

The results of the imparted framework show an 
increase in mining accuracy. If a system is 
developed with a set of known classifiers for the 
data to be stored then the person who makes 
decisions based on data stored requires no 
knowledge of mining [23]. The number of base 
classifiers in our experiment has been limited to 
three in our experiment. As concluded by [24]   
the result of the meta classifier is not affected by 
the number of base classifiers. The type of data is 
only of nominal type taken in our experiment. It 
has been proved that large number of attributes 
will show a greater accuracy with meta classifier 
[25]. The classification accuracy achieved on 
different datasets with different dimension 
reduction strategies is sensitive to the type of 
data. Our result for soyabean dataset shows the 
increased accuracy. Soyabean has IG as its 
selected strategy. From the original 63 attributes 
it selects only 13 attributes and gives greater 
accuracy. The other two datasets iris and segment 
has less attributes but more instances thus 
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enabling cfs strategy to act as feature selection 
algorithm. As for the website data it  was cleaned, 
preprocessed and stored in a table for 
classification. The original data consisted of 63 
tables and the table for booking a bus ticket had 
approximately around one lakh rows. The data 
obtained  was preprocessed for noise reduction. 
The results obtained helped the decision makers 
to suggest increase in certain bus routes. The 
number  of  passengers travelling in buses 
increase during festival time on certain routes. 
This was captured during our analysis. The result 
in mining using stacked classifier with feature 
selection shows better result than using a single 
classifier. The reduction algorithm in an 
application context is still an active research area. 
The classification accuracy achieved using 
reduced data set is preferable than full data set. 

5. CONCLUSION 

We developed a framework where different 
feature selection algorithms and classification 
algorithms for nominal data were available for a 
single data set. We have studied various feature 
selection algorithms and their impact on different 
classification algorithms. Our experiments show 
the importance of dimensionality reduction and 
which in turn results in higher classification 
accuracy. Users who are not aware of different 
mining algorithms can use a stacked meta 
classifier with predetermined parameters for 
classification. The role of the recommendation 
agent to store the results of previous classification 
and display required results. It can also suggests 
various feature selection algorithms for different 
types of data. The initial framework was static 
one. With the results showing a promising trend a 
methodology for storing previous results and 
preferences can be implemented in future. 
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