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ABSTRACT

This paper presents a research work aimed to detect previously-undetected faults, either Write Disturb Faults (WDFs) or Deceptive Read Destructive Faults (DRDFs) or both in March Algorithm such as MATS++(6N), March C-(10N), March SR(14N), and March CL(12N). The main focus of this research is to improve fault coverage on Single Cell Faults as well as Static Double Cell Faults detection, using specified test algorithm. Transition Coupling Faults (CFtrs), Write Destructive Coupling Faults (CFwd s) and Deceptive Read Destructive Faults (CFdrds) are types of faults mainly used in this research. The experiment result published in [1] shows BIST (Built-In-Self-Test) implementation with the new algorithm. It provides the same test length but with bigger area overhead, we therefore proposed a new 14N March Test Algorithm with fault coverage of more than 95% using solid 0s and 1s Data Background (DB). This paper reveals the design methodology to generate DB covers all memories function by applying non-transition data, transition data, and single read and double read data. The automation hardware was designed to give the flexibility to the user to generate other new March Algorithm prior to the selected algorithm and analyzed the performance in terms of fault detection and power consumption.
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1. INTRODUCTION

Nowadays Static Random Access Memory (SRAM) has become an indispensable component of digital systems, which can be used as a standalone product or embedded memories in a System on Chip (SoC) product. The number of SRAM cores in SoC is increasing dramatically because of the design requirement of facilitating multiple applications especially in communication field. This leads to ever-higher density and ever-larger die sizes. On the other hand, technology scaling leads to smaller feature sizes while enabling a huge number of transistors to be fabricated into a single chip. However, such technology scaling also leads to higher risk of unknown defects that randomly occur in such a huge number of memory cells. Therefore, fault diagnosis and debugging of SRAM are complicated and required efficient test algorithms.

In the industry, test algorithms with 10N to 14N test operations, such as March C- (10N), March2 (14N) [17], March SR (14N), and March CL (12N), are usually used for testing memories in SoC. It has been shown that March SS with 22N [2] operations can detect all Static Single Cell Faults (SSCFs) and Static Double Cell Faults (SDFCs). Similarly, March MSS with 18N operations [7] can detect all unlinked faults of SSCFs and SDFCs. However, the
number of test operations of these algorithms is too large for SoC since memories occupy around 70% to 90% of the chip area and thus the area available for Built-in-Self-Test (BIST) is limited. The motivation is to work on developing the new Algorithm with more than 95% fault coverage. Hence, our BIST hardware can achieve memory test algorithms of up to 14N test operations.

Referring to the discussion in Section 2.B and based on our analysis towards Functional Fault Primitive (FFP) and studies on SSCFs detection by well-known algorithms such as MATS++(6N), March C-(10N), March SR (14N) and March CL(12N), the following were concluded: March C- and MATS++ algorithms cannot detect DRDFs and WDFs, both March SR and March CL cannot detect WDFs and March CL algorithm can only detect DRDF0. This occurrence are due to the test sequence of the test algorithm inability to fulfill their Functional Fault Primitives (FFPs) for both or one of them, referring to FFP for WDF = \( \langle 0w0/1/- > \), \( \langle w1/0/- > \) which represent WDF0 and WDF1 respectively and FFPs for DRDF= \( \langle r0/↑/1>, \langle r1/↓/0 > \) which represent DRDF0 and DRDF1 respectively [5][6]. Previous works only addressed the testing of DCFs with shorter time, but did not discuss how to improve the testing of DRDFs and WDFs [5-9].

To improve fault detection, an automation program was developed to generate a modified March-Test algorithm based on the sequence operation (SQ) generation rule scheme. Proposed SQ generation rule indicate the behavior of missing sequence at the existing Algorithm to detect the fault. Firstly, DB generator programmable was designed and based on a new list of DBs, the new 12N and 14N March Algorithm was generated. The new March Algorithm was modified by replacing the DB value inside the Algorithm. Compared to the previous work, the development of generating DB is optimized at 30N in March SAM with DBs sequence of 00,11,01 and 10. But in this current work, the focus of the proposition solution is to cover undetected fault at the SSCFs at optimum length of Algorithm. Since the rule step criteria is to have transition and non-transition writing operation, the outcome at SDCFs detection, particularly at CFwd, CFrd and CFtr need to be evaluated. In [9], the detection of CFdr whereby it requires two times read operations; first read operation sensitizes the fault, while the second read operation will detect the fault. During CFdrd detection, other fault CFst, CFir and CFrd can also be detected, however these faults only requires one read operation. Data Background generator reported in [9], although designed to program for different sizes and different kinds of data background for testing WOMs, only covers conventional fault.

This paper is organized as follows: Section 2 shows the FFP list for all faults and its notation. This section also elaborates the analysis of undetectable SSCFs of selected March Test Algorithms. In Section 3, the methodology steps taken in this research work was explained. It covers the proposed solution and the development of Data Background Generator hardware based on SQ generation rule. The development of new March Test algorithm from DB SQ list is discussed in detail. Section 4 elaborates the evaluation of new March Test Algorithm towards fault detection and power performance estimation. Section 5 discusses the fault coverage compare to its original March Test algorithm. Section VI concludes this paper.

2. BACKGROUND

The SRAM testing can be classified into two categories, namely the testing of Single Cell Faults (SCFs) and the testing of Double Cell Faults (DCFs), which can be further sub-divided into dynamic faults and static faults, respectively as shown in Table 1. There are six types of static SCFs (SSCFs), which are Transition Faults (TFs), State Faults (SFs), Write Disturb Faults (WDFs), Read Disturb Faults (RDFs), Incorrect Read Faults (IRFs), and Deceptive Read Disturb Faults (DRDFs) [2-6]. For static DCFs (SDCFs), our focus is on Write Destructive Coupling Faults (CFwds), Deceptive Read Destructive Faults (CFdrds) and Transition Coupling Faults (CFtrs).

Table 1: Functional Fault Primitives
2.1. Fault Notation

In order to describe these faults, a compact notation is referred as Fault Primitive (FP) as shown in Table I. All the notations and fault behaviours are discussed in [4]. The notation of FP is explained below:

1) \(<S/F/R > < or < S/F/R > v)\) denotes a Fault Primitive definition involving a single cell; the cell \(c_v\) (victim cell) used for sensitizing a fault is the same as where the fault appears. \(S\) describes the sensitizing operation or state; \(S\{0,1, \uparrow , \downarrow , w_0, w_1\}\) whereby 0 denotes a 0 value, 1 denotes a 1 value, \(w_0 (w_1)\) denotes write 0 (1) operation, \(\uparrow (\downarrow)\) denotes an up (down) transition write operation, and \(r_0 (r_1)\) denotes a read 0 (1) operation.

2) \(<S_a;S_v,F/R > < or < S_a;S_v,F/R > a,v)\) denotes a FP involving two cells; \(S_a\) denotes the sensitizing operation or state of the aggressor cell (a-cell); while \(S_v\) denotes the sensitizing operation or state of the victim cell (v-cell). The a-cell \(c_a\) is the cell sensitizing a fault in another cell called the v-cell \(c_v\). The set of \(S_i\) is defined as: \(S_i \subseteq \{0,1,X,w_0,w_1,w_\uparrow ,w_\downarrow ,r_0,r_11\}\), whereby \(X\) is the 'don't care' value \(X \subseteq \{0,1\}\).

3) In both notations, \(F\) denotes the faulty value of the victim cell (v-cell); The faulty value in test given as \(F \subseteq \{0,1, \uparrow , \downarrow ,?\}\), consists of \(\uparrow (\downarrow)\), which denotes an up (down) transition and "?" which denotes an undefined logical value. \(R\) denotes the logical value which appears at the output of the SRAM if the sensitizing operation applied to the v-cell is a read operation; its test value given as \(R \subseteq \{0,1, \uparrow , \downarrow \}\), whereby 0 denotes a 0 value, 1 denotes a 1 value, \(\uparrow (\downarrow)\) denotes an up (down) transition write operation, and '-' denotes that the output data is not applicable. An undefined logical value can occur if the voltage difference between the bit lines (used by the sense amplifier) is very small. In that case; e.g., if \(S = w_0\), then no data will appear at the memory output, and therefore \(R\) is replaced by a '‐'.

2.2 UNDETECTABLE FAULT ANALYSIS ON WDFS AND DRDFS

As mentioned in Section I, the fault analysis will focus on March Algorithm with a maximum of 14N test operations. Table II shows four types of well-known March Test Algorithms in this case study, namely MATS++, March C-, March SR and March CL.

Table I: Well Known March Test Algorithm

<table>
<thead>
<tr>
<th>March Algorithm</th>
<th>Operation Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>MATS++ 6N</td>
<td>{ \uparrow (w(0)); \uparrow (r(0),w(1)); \downarrow (r(1),w(0),r(0)) }</td>
</tr>
<tr>
<td>March C- 10N</td>
<td>{ \uparrow (w(0)); \uparrow (r(0),w(1)); \uparrow (r(1),w(0)); \uparrow (r(1),w(0)) }</td>
</tr>
<tr>
<td>March SR 14N</td>
<td>{ \uparrow (w(0)); \uparrow (r(0),w(1),w(0)); \uparrow (r(0),w(1)); \uparrow (r(0),w(1),w(0)) }</td>
</tr>
<tr>
<td>March CL 12N</td>
<td>{ \uparrow (w(0)); \uparrow (r(0),w(1)); \uparrow (r(0),w(1),w(0)); \uparrow (r(0),w(1),w(0),r(0)) }</td>
</tr>
</tbody>
</table>

Table III: Test Operation Sequence Of Wdf And Draf Detection

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>FFM</th>
<th>Test Operation Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Write Disturb</td>
<td>WP</td>
<td>{ \uparrow (w(0)); \uparrow (w(0),w(1)); \downarrow (w(0),w(1)); \downarrow (w(0),w(1)); \downarrow (w(0)) }</td>
</tr>
<tr>
<td>Read Direct</td>
<td>RD</td>
<td>{ \uparrow (w(0)); \uparrow (w(0),w(1)); \downarrow (w(0),w(1)); \downarrow (w(0)) }</td>
</tr>
</tbody>
</table>

Table IV: March Algorithm And Its Detection Analysis
Table III shows the functional fault primitives and the test sequence operation to detect WDFs and DRDFs. As shown in the third column of Table III, if any of the test sequence operation is matched with the test operation listed in the elements of the March Algorithm, the specified fault can be detected. Based on the analysis on selected March Algorithm, a list of faults that can be detected and undetected is shown in Table IV. It shows that the MATS++ and March C- cannot detect WDFs and DRDFs. But March SR can detect DRDFs. Both March SR and March CL cannot detect WDFs however March CL can only detect DRDF0. Therefore, this is a motivation to detect the undetected faults by modifying the sequence of the transition values but still maintaining the addressing order and its element.

3. METHODOLOGY

3.1 Proposed Solution

To improve the fault detection of SRAM testing, some rules have been set to generate a new sequence of transition and non-transition values. This is to ensure the undetected faults such as Deceptive Read Destructive Faults (DRDFs) and Write Disturb Faults (WDFs) can be detected. The March-test sequences should also consider the detection for Static Double Cell Faults (SDCFs) as well. The proposed steps are as follows:

**Proposition 1:** Allowing non-transition and transition operations and two consecutive double read operations in order to sensitize and desensitize faults such WDFs, TFs and DRDFs. There will be a customized March Test by modifying well-known algorithm with the automation program based on the sequence operation (SQ) generation scheme.

**Proposition 2:** In the specified March algorithm, there is a need to have a double read operation whereby one of these operations is listed in the specified March Algorithm, which follows one of the test operation sequence specified in Table III. The operation rule must operate both condition values. If the March algorithm only allows FFP (<r1/ ↓/0>) of the DRDF1 to be detected, the March-test sequences should also facilitate to satisfy FFP (<r0/ ↑/1>) of the DRDF0 detection and vice versa.

**Proposition 3:** If the test sequence operation does not consist of operations to detect WDFs specified in Table III, this sequence need to be added in the defined test Algorithm and if the sequence fulfilled only one condition, the operation rule of the non-transition values need to be added.

**Proposition 4:** If the test sequence operation does not consists of test operations to detect TF↓ by given “w1w0r0” operations and to detect TF↑ by given “w0w1r1”, this sequence operation needs to be added in the defined test Algorithm.

**Proposition 5:** The March-test sequences must also consider the detection for Static Double Cell Faults (SDCFs) as well. As explained in Proposition 2, the double read operation is included in the test Algorithm, this operation allows CFdr to be detected. In order to detect the fault, all states of arbitrary cell should be generated and double read operation need to be run on victim cell. In Proposition 3, the test operation allows detecting CFwd, and as per described in Proposition 4, the test operation also will cover CFtr. All coupling fault will happen at two arbitrary cells where one cell as aggressor and another cell as victim cell, each type of fault is referring to the cell location address as per describe in Table I.

3.2 Data Background Generation

First, the automation program called DB generator is written in Verilog Hardware Design Language (HDL). As explained in Section 3.1, the proposition steps from Proposition 1 to Proposition 4 are followed to ensure the undetected faults such as Deceptive Read Destructive Faults (DRDFs) and Write Disturb Faults (WDFs) can be detected. Proposition 5 covers the evaluation of detecting coupling fault. The DB generator hardware is designed to generate list of bits patterns which indicates the sequence of write operation, if DB [bit] data value is “0”, the write operation will be writing 0s and if DB [bit] data value is “1”, the write operation will be writing 1s. In developing the new sequence of writing operations referred to as SQ, one rule was set and this is referred to as SQ generation rule. The rules are as follows:

a) Count Number of Write Operation in the test algorithm, given WN where \{W\}_N = W1, W2, W3, W4,...,WN.

b) Writing 0 is a must for initialization. So it
always starts with writing a 0, and all possible sequences that start with writing 1 are removed. Therefore bits pattern, will always start with 0 e.g. 01101 where the MSB (most significant bit value is 0). With this condition, the total of possible sequence, total SQ list = 2^(op_num - 1) - 1.

c) Writing a non-transition operation, \( w0 \rightarrow w0 \) and \( w1 \rightarrow w1 \), must occur as the next sequence where this is specified as a static scheme operation. Therefore the possible bit pattern will have any arbitrary of “00” and “11”.

d) Writing transition operation, \( w0 \rightarrow w1 \) and \( w1 \rightarrow w0 \) must occur, otherwise, the sequence operation is omitted. This scheme is denoted as a dynamic scheme. Therefore the possible bit pattern will have any arbitrary of “01” and “10”.

e) In detecting fault of memories functional defect, the writing operation only execute those operation; \( w0 \rightarrow w0 \), write 0 operation to a cell which contains a 0, \( w1 \rightarrow w1 \), write 1 operation to a cell which contains a 1, \( w0 \rightarrow w1 \), write 0 operation to a cell which contains a 1, \( w0 \rightarrow w1 \), write 1 operation to a cell which contains a 0 and analysis from fault primitives list, the sequence detection or sensitization does not has triplet operation such as \( w0 \rightarrow w0 \rightarrow w0 \) or \( w1 \rightarrow w1 \rightarrow w1 \), therefore any bits pattern either “000” and “111”.

Figure 1: Flow Chart Of DB Generator Design

Figure 2: Overall Architecture
will be ignored.
f) The hardware program will search for other possible sequence bit patterns which obeys rule (a) to rule (e).

Figure 1 shows the flow chart of DB (Data Background) Generator design that follows SQ generation rule based on rule (a) to rule (e). Each control signal with prefix name “flag<ruledonate>” will filter all the possible data that matches with the specified rule. Figure 2 shows the overall architecture of the design hardware consisting three blocks; First block is Data Background Generator, second block is a test block to receive DB bits pattern and producing March Test Algorithm and finally third block is the test block verifying fault detection of the Algorithm. The design implementation of March Algorithm generation block is explained in detail in Section 3.3

3.3 March Algorithm Generation Steps

After generating DB bits pattern, customized Algorithm will be produced by replacing each DB bits value with all write operations and re-union with other operations that follows in original March Test algorithm or producing new March Algorithm with new DB list. The process steps are described below:

a) Collect all the combination of DB final to be used to generate new Algorithm or to modify existing Algorithm.

b) For producing new Algorithm, each DB[n] value append the “w” present write operation and “r” present read operation e.g w[DB[n]] and r[DB[n]]. Some of the rules need to be added to ensure it gives the high fault coverage. An example of new test Algorithm generation with possible sequence operation for a specified test algorithm consisting of five write operations, \( W_N = 5 \), is illustrated in Table V. The generated SQs follows SQ rule (a) and SQ rule (b). For SQ rule (c), SQ4 is omitted as there is no \( w_0 \rightarrow w_0 \). For SQ rule (d), SQ3 is omitted as there is no transition \( w_1 \rightarrow w_0 \), thus TF1 cannot be detected.

Table V: Example Of The Possible Writing Sequence In Producing New Algorithm

<table>
<thead>
<tr>
<th></th>
<th>SQ1</th>
<th>SQ2</th>
<th>SQ3</th>
<th>SQ4</th>
</tr>
</thead>
<tbody>
<tr>
<td>w1</td>
<td>w0</td>
<td>w0</td>
<td>w0</td>
<td>w0</td>
</tr>
<tr>
<td>w2</td>
<td>w0</td>
<td>w1</td>
<td>w0</td>
<td>w1</td>
</tr>
<tr>
<td>w3</td>
<td>w1</td>
<td>w1</td>
<td>w0</td>
<td>w1</td>
</tr>
<tr>
<td>w4</td>
<td>w1</td>
<td>w0</td>
<td>w1</td>
<td>w1</td>
</tr>
<tr>
<td>w5</td>
<td>w0</td>
<td>w0</td>
<td>w1</td>
<td>w0</td>
</tr>
</tbody>
</table>

c) Double read operation position needs to be identified by ensuring both \( r_0, r_0 \) and \( r_1, r_1 \) occurs between it. If the original algorithm does not contain a double read operation, the test Algorithm needs to be removed. If the read operation happened after w2 and w4, SQ4 is omitted because DRDF0 cannot be detected.

d) As an example, March SR referred from Table III, contains 6 write operations. The DB bits pattern will contain 6 bit value, namely, DB[5], DB[4],DB[3], DB[2],DB[1] and DB[0]. Each March element is divided by “;” and the first March element, called M0, is the initialization operation. Each March element will contain the testing operation that follows the sequence of addressing order consists of \( \downarrow \), which denotes descending address order, \( \uparrow \) denotes descending address order and \( \downarrow \) denotes an arbitrary address order. The original Algorithm is \( \{ \uparrow (w_0) \}; \downarrow (r_0,w_0,r_1,w_0) \downarrow (r_0,r_0); \uparrow (w_1) ; \downarrow (r_0,w_0,r_0, w_1); \downarrow (r_1,r_1) \} \), by replacing the bits pattern the new Algorithm will be produced: \( \{ \uparrow (w[DB[5]]) ; \}

\( \downarrow (r[DB[5]]), w(DB[4]), r(DB[4]), w(DB[3])) ; \downarrow r(DB[3]), r(DB[3]), j ; \uparrow (w[DB[2]]) ; \downarrow (r[DB[4]], w(DB[1]), r[DB[1]], w(DB[0])); \downarrow (r[DB[0]], r(DB[0])) \} \}

e) In implementing a method as referred to in (c), any double read operation must have both \( r_0r_0 \) and \( r_1r_1 \) at its March Test Algorithm. Otherwise, the new Algorithm will be neglected.

f) Finally each test Algorithm is evaluated based on its fault coverage and power consumption estimation.

4. NEW MARCH TEST ALGORITHM AND ITS PERFORMANCE EVALUATION

The test algorithm with the new DB bits patterns will produce a new test algorithm called new-March-test Algorithm. All possible DBs which obeys SQ generation rule stated in Section 3.2 and
chronology process steps stated in Section 3.3 will be inserted into the March Algorithm until the optimum number of DBs is fulfilled to obtain the highest coverage.

1) Modification of MATS++ and March C-

MATS++ consists of 3 write operations that is not sufficient to meet SQ rule (c) and SQ rule (d). For March C- the implementation only can be done up to SQ rule (d) and since the test algorithm cannot comply with SQ rule (e), the implementation work for Mod March C- is not discussed. Note that with SQ lists that are generated according to SQ rule (d), the detection improvement only covers WDFs. Therefore the development of Mod March C- and Mod MATS++ can be ignored.

2) Modification of March CL with $W_n=5$

The Modified March Algorithm for March CL has 2 types of March-test sequences for the detection of SSCFs which obeys SQ generation rule. Both March CL-1 and March CL-2 are tabulated in Table VI.

<table>
<thead>
<tr>
<th>Table VI: New Db And New March Cl</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DB bits</strong></td>
</tr>
<tr>
<td>March CL-1</td>
</tr>
<tr>
<td>March CL-2</td>
</tr>
</tbody>
</table>

Fault detection on both March CL-1 and March CL-2 covers all Static Single Cell Faults FFM.

1) All SFs, RDFs and IRFs are detected since from each cell a 0 and a 1 is read.

2) All TFs are detected because each cell is read after an up and a down transition write operation. For example in March CL-1, the transition fault, $TF↓ < 0w1/0/- >$ is sensitized by M3,2 and detected by M4,1 while the transition fault, $TF↑ < 1w0/1/- >$ is sensitized by M6,2 and detected by M7,1.

3) WDF and DRDF detection are already solved by following the SQ generation rule and the detection details are tabulated in Table VII and Table VIII.

Fault detection on both new March CL, March CL-1 and March CL-2 covers CFtr and CFwd as tabulated in Table VII and Table VIII. Both March CL-1 and March CL-2 cannot detect CFdrd because there is no consecutive double read operation in the March element to detect the fault.

Table VII: Fault Detection By March CL-1

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>Fault Primitive</th>
<th>Address</th>
<th>Sensitized By</th>
<th>Detected By</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRDF</td>
<td>$&lt; 0w/1/0 &gt;$</td>
<td>M1,2</td>
<td>M1,1</td>
<td></td>
</tr>
<tr>
<td>WDF</td>
<td>$&lt; 0w1/1/0/1 &gt;$</td>
<td>M1,2</td>
<td>M1,1</td>
<td></td>
</tr>
</tbody>
</table>

Table VIII: Fault Detection By March CL-2

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>Fault Primitive</th>
<th>Address</th>
<th>Sensitized By</th>
<th>Detected By</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRDF</td>
<td>$&lt; 0w/1/0 &gt;$</td>
<td>M1,2</td>
<td>M1,1</td>
<td></td>
</tr>
<tr>
<td>WDF</td>
<td>$&lt; 0w1/1/0/1 &gt;$</td>
<td>M1,2</td>
<td>M1,1</td>
<td></td>
</tr>
</tbody>
</table>

Fault detection on both new March CL, March CL-1 and March CL-2 covers CFtr and CFwd as tabulated in Table VII and Table VIII. Both March CL-1 and March CL-2 cannot detect CFdrd because there is no consecutive double read operation in the March element to detect the fault.

3) Modification of March SR with $W_n=6$

There are four possible test Algorithms with generated DB tabulated in the Table IX. The Modified March SR Algorithm has two sets of March-test sequences which obeys both SQ generation rule and chronology process step that covers all detection of SSCFs. Another two test algorithms are neglected as they do not contain r0r0 in the test Algorithm.

Power Estimation: State transitions of the transistors are the toggling of the output values from 1 to 0 or from 0 to 1 which indicate the switching power. The generated test Algorithm shows that there are two times transition state write operations compared to the original test Algorithm that has 3 times transition state write operations, thus reducing test power consumption.
Fault detection by March SR-1 is tabulated in Table X and fault detection by March SR-2 is tabulated in Table XI. March SR-1 and March SR-2 covers CFwd, CFdrd and CFtr.

Table X: Fault Detection By March Sr-1

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>Fault Primitive</th>
<th>Address</th>
<th>Detected By</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRDF</td>
<td>u0/7/6 &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td>WDF</td>
<td>u01w/7/6 &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td></td>
<td>1w0/7/6 &lt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td>Cfrd</td>
<td>cfrd(01w)1/l &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td></td>
<td>cfrd(10w)1/l &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td></td>
<td>cfrd(01w)1/l &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td></td>
<td>cfrd(10w)1/l &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td>Cfrd</td>
<td>cfrd(w)0/6 &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td>Cfrd</td>
<td>cfrd(w)0/6 &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td>Cfrd</td>
<td>cfrd(w)1/6 &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td></td>
<td>1w0/6 &lt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td>Cfr</td>
<td>cfr(01w)1/l &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td>Cfr</td>
<td>cfr(10w)1/l &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td>Cfr</td>
<td>cfr(01w)1/l &gt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
<tr>
<td></td>
<td>1w0/1/6 &lt;</td>
<td>vca</td>
<td>M2.1, M2.2</td>
</tr>
</tbody>
</table>

5. FAULT COVERAGE AND DISCUSSION

Refer to Section 4, the generated test algorithms achieved 100% fault coverage for SSCFs by using the SQ generation rule scheme. The undetected fault, WDFs and DRDFs is definitely improved by the proposed solution. The summarized result of the fault detection shows that after modifying March CL and March SR with its new DB, the detection on SDCFs are also improved. The total detection of each type CFs denotes 8 detections depending on the condition of the position of the aggressor cell and the location of victim cell. For the first four faults, where victim cell address is smaller than the aggressor cell \((c_v < c_a)\) and another four faults where the address of the victim cell is higher than the aggressor cell \((c_v > c_a)\). If the FP condition is 4, the total condition detection will be 8.

The result of fault coverage and fault detection summary as compared to their original March Algorithm is tabulated in Table XII. Result showed that both new March CLs are unable to detect CFdrd, but to detect the fault, a consecutive double read operation at its March element operation is required. However, in terms of SDCFs detection, March SR-1 and March SR-2 are able to detect CFtr, CFwds and CFdrds. Detection performance on the detection of CFwd shows an improvement as per generated Algorithm compared to its original March Algorithm. However for CFtr detection, March SR-1 is able to detect six of eight faults compared to its original Algorithm which covers all condition of CFtr. It is because the state transition is less compared to the original Algorithm but on the other hand, the lower the state transition, the less power it consumes. As described in Section 4, the generated test algorithm still leads the test power performance even though the performance of CFs does not achieve 100% fault coverage.

The evaluation data collected in Table XII shows both March SR-1 and March SR-2 gives the highest fault coverage which is up to 97% compared to its original Algorithm that can only achieve 86% fault coverage.
The detection of CFs in this work is limited because the program maintains the element of the operation in the algorithm and only focuses to change the data values to achieve 100% of SSCFs compare to the original Algorithm. However, March SR-1 and March SR-2 can be used for some designs in industry since the fault coverage achieves 97%. In order to achieve 100% fault coverage, another 4N test operation is required. Longer test operation and bigger hardware area, will increase the test cost.

6. CONCLUSION

In this paper, we have shown the undetectable SSCFs faults can be detected by generating customized March Algorithms from a well-known March algorithms, with a maximum of 14N operations and achieved more than 95% fault coverage. The customized March-test algorithm is programmed based on the SQ generation rule as it dominate rules in writing and reading sequences to fulfill FP of SSCFs. In addition, the generated test algorithm also considers the SDCF detection. The customized March SR-1 and March SR-2 algorithm can be used for some design application with 97% yield performance which leads to less power consumption. For future work, some features in the proposed sequence operation will be enhanced later to improve linked DCFs detection.
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